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Introduction

Reinforcement learning (RL) has established itself as a robust framework for enhancing
decision-making systems across diverse application domains [96, 156]. In conventional
reinforcement learning configurations, an agent aims to maximize cumulative rewards
through sequential action selection while interacting with an environment. Traditionally,
the concept of a “reinforcement learning agent” has been linked with robotics or
strategic games like chess or Go. However, in recent years, reinforcement learning
methodologies have increasingly been applied to user-facing applications, including
web search engines, recommender systems, and fine-tuning foundation models for
interactive use cases [2, 83, 173].

Among the most widely implemented forms of reinforcement learning in user-facing
applications is the contextual bandit framework [9, 151]. Contextual bandits represent a
simplified reinforcement learning scenario involving a single state (context) for each
interaction with the environment. Within recommender systems, the context typically
encompasses personalized user features, the action constitutes the recommended item,
and the reward derives from user engagement metrics such as clicks or purchases [151].
For web search applications, the context is the user query (potentially enhanced with
personalized features), actions comprise ranked document lists, and rewards stem from
search engine result page (SERP) interaction metrics, including normalized discounted
cumulative gain (NDCG) or click counts [83]. In foundation model fine-tuning, the
context corresponds to an input prompt, the action is a generated sequence of words,
and rewards typically originate from learned reward models approximating human
feedback [7].

When compared to comprehensive multi-step reinforcement learning scenarios,
contextual bandits offer computational simplicity and facilitate easier deployment, fre-
quently using existing offline logged data in an efficient manner [127, 151]. Each
context-action pair directly yields a reward, thus eliminating complexities associated
with sequential decision-making. Given these practical advantages, this thesis specifi-
cally concentrates on contextual bandit methodologies.

Despite these benefits, implementing contextual bandits in ranking problems in-
troduces notable challenges, particularly regarding biases in user feedback. Ranking
policies gather data under specific display conditions, resulting in biased user interaction
signals — such as position bias or trust bias — which inadequately represent true item
relevance [78]. Items positioned lower in rankings receive fewer interactions, potentially
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leading to their misclassification as irrelevant.

To address this bias, counterfactual learning-to-rank (LTR) approaches employ
inverse propensity scoring techniques, adjusting observed interaction signals to approxi-
mate unbiased relevance estimates [4, 51, 78, 152]. However, inverse propensity scoring
methods typically suffer from high variance, especially when working with limited
data, resulting in unstable or suboptimal deployment [51, 106]. The first component
of this thesis addresses safety concerns in counterfactual LTR. In this context, “safety”
describes how the new ranking policy performs compared with the current production
policy. When the new policy performs worse than the production policy, it is considered
unsafe; when it performs better, it is considered safe. We propose a safe counterfactual
LTR method that theoretically ensures a new ranking policy that performs at least as
well as the currently deployed policy. While existing safe methods provide guarantees
under assumed click behavior models, these guarantees fail if actual user behavior
diverges [63, 109]. To tackle this issue, we introduce a robust safe counterfactual
LTR approach that provides reliable guarantees even when user behavior deviates from
assumptions.

In the second part of this thesis, we focus on enhancing sample efficiency in
contextual bandit learning and evaluation, specifically, achieving lower error rate with
limited data. In this setting, off-policy evaluation estimates how a new policy would
perform using data collected under a different policy, while off-policy learning uses
that same logged data to optimize the new policy itself. Both off-policy evaluation and
off-policy learning typically exhibit high variance, causing instability in performance
estimates. To reduce variance and improve sample efficiency, we propose an optimal
baseline-correction method that significantly decreases the error in off-policy estimates
while requiring fewer data points.

Beyond ranking and recommendation systems, diffusion models have recently
achieved state-of-the-art results in generative tasks like text-to-image synthesis [170].
Denoising diffusion probabilistic models iteratively refine random noise into meaningful
outputs guided by learned distributions [57]. However, these models do not inherently
optimize custom objectives such as aesthetic quality or prompt alignment after training.
By interpreting the denoising process as an RL action, diffusion models can incorporate
user-defined reward functions [13]. While proximal policy optimization (PPO) is com-
monly used for reinforcement learning fine-tuning, it involves substantial computational
costs and high variance, requiring multiple networks loaded simultaneously. In contrast,
REINFORCE offers computational efficiency but suffers from high variance and poor
sample efficiency [164]. We propose an efficient reinforcement learning fine-tuning
method for text-to-image diffusion models, combining REINFORCE’s computational
efficiency with PPO’s improved sample efficiency in a novel method — leave-one-out
PPO (LOOP).

Collectively, the contributions made in this thesis highlight the shared challenges
of safety, efficiency, and robustness in contextual bandit methods across ranking and
diffusion modeling contexts within the reinforcement learning paradigm.

2



1.1. Research Outline and Questions

1.1 Research Outline and Questions

Counterfactual LTR corrects user interaction bias primarily using inverse propensity
scoring (IPS), weighting clicks inversely proportional to their selection probability. As
we pointed out above, while unbiased in expectation, IPS-based estimators are known
to suffer from high variance, especially with limited logged interaction data, potentially
yielding suboptimal ranking policies [51, 106]. Deploying such suboptimal policies
poses significant risks to user experience and business metrics. Therefore, it is crucial
to incorporate mechanisms ensuring safe deployment. This leads to the first research
question:

RQ1 Can safety guarantees be provided for counterfactual LTR policies to ensure that
the new policy is at least as good as the production policy?

To address RQ1, we derive a lower confidence bound for the counterfactual learning to
rank (LTR) estimator, establishing a lower bound on the true ranking utility, the ideal
target metric for optimization. In Chapter 2, we demonstrate that optimizing this lower
bound ensures a ranking policy that is no worse than the current production policy.
This property proves particularly valuable when click data is scarce, mitigating the
substantial risk of deploying potentially harmful policies.

While RQ1 provides a probabilistic safety guarantee by optimizing the lower bound
on the utility, these guarantees depend critically on assumptions regarding user behavior
(click model). Deviations from these assumptions invalidate the guarantees, motivating
the second research question:

RQ2 Can we provide robust safety guarantees for counterfactual LTR policies even
under adversarial user behavior settings?

In Chapter 3, we introduce proximal ranking policy optimization (PRPO), a method
ensuring safety for counterfactual LTR without reliance on user behavior assumptions,
guaranteeing robust safety even under adversarial conditions.

Thus far, the discussion has focused on contextual bandits within ranking scenarios
involving combinatorial action spaces. Next, we examine contextual bandits generating
single actions, such as top-1 recommendations, with a focus on improving the sample
efficiency in off-policy evaluation and learning. Standard methods like IPS are unbiased
in expectation, but suffer from high variance. Alternative methods, including doubly
robust (DR) estimators and self-normalized IPS (SNIPS), reduce variance using additive
and multiplicative baseline corrections, respectively [79, 147], yet lack a unifying
framework. This motivates our third research question:

RQ3 Can we unify variance reduction techniques using baseline corrections and a
doubly robust estimator under a common framework?

Chapter 4 proposes the 5-IPS estimator, integrating inverse propensity scoring (IPS),
doubly robust methods, and self-normalized IPS under a unified baseline correction
framework.
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RQ4 Given a unified framework for variance reduction techniques under baseline
corrections, can we derive a variance-optimal unbiased estimator?

Using the unified 8-IPS estimator framework, we investigate whether a variance-optimal
baseline correction (3*) can be analytically derived. In Chapter 4, we confirm this
possibility, presenting a closed-form solution for 8* that minimizes variance for both
off-policy learning and evaluation tasks.

Contextual bandit theory as previously discussed emphasizes user interactions within
ranking or recommendation systems. However, the framework has also been effectively
employed in fine-tuning foundation models, such as large language models (LLMs) and
diffusion models, typically using proximal policy optimization (PPO). Recent research
highlights computational advantages of REINFORCE (policy gradient methods) over
PPO for LLMs [5]. Given PPO’s challenges with variance and sample inefficiency, we
consider improvements through our final research question:

RQS5 Can we improve the sample efficiency of proximal policy optimization for fine-
tuning text-to-image diffusion?

In Chapter 5, we systematically compare PPO and REINFORCE for diffusion model
fine-tuning. We first demonstrate that REINFORCE exhibits inferior sample efficiency
compared to PPO. Subsequently, we propose leave-one-out PPO (LOOP), an enhance-
ment to PPO achieving superior performance with the same number of input prompts
by generating multiple actions per prompt.

1.2 Main Contributions

The main contributions of this thesis are categorized into algorithmic and theoretical
components, summarized as follows.

1.2.1  Algorithmic contributions

* A safe counterfactual LTR optimization framework that uses the REINFORCE
policy gradient, guided by a derived generalization bound for the counterfactual
LTR estimator (Chapter 2).

* A robust safe counterfactual LTR algorithm extending the REINFORCE policy
gradient method with a clipping mechanism inspired by PPO from reinforcement
learning literature (Chapter 3).

* A closed-form solution for the variance-optimal baseline correction term in
off-policy evaluation and off-policy learning for contextual bandit methods, sub-
stantially reducing variance in practical applications (Chapter 4).

* An efficient reinforcement learning approach for fine-tuning text-to-image dif-
fusion models that enhances sample efficiency by generating multiple diffusion
trajectories per input prompt, thereby effectively reducing variance (Chapter 5).




1.2. Main Contributions

1.2.2 Theoretical contributions

A generalization bound for the counterfactual LTR estimator using a position-
based click model combined with the inverse propensity scoring estimator (Theo-
rem 2.4.2, Chapter 2).

A generalization bound for the counterfactual LTR estimator employing a trust-
bias click model with the doubly robust estimator (Theorem 3.4.1, Chapter 3).

A proof extending the position-based inverse propensity scoring counterfactual
LTR generalization bound to the trust-bias based counterfactual LTR and doubly
robust estimator (Appendix 3.A, Chapter 3).

A proof establishing a closed-form, variance-optimal baseline correction term
applicable to off-policy evaluation estimates and learning gradients in contextual
bandits (Section 4.3.3, Chapter 4).

A theoretical demonstration of the sub-optimality of the REINFORCE estima-
tor when samples are reused across iterations in reinforcement learning-based
diffusion model fine-tuning (Theorem 5.3.2, Chapter 5).

A proof demonstrating that the proposed LOOP algorithm achieves lower variance
compared to traditional proximal policy optimization methods in diffusion model
fine-tuning (Theorem 5.4.1, Chapter 5).

1.2.3 Empirical contributions

Safe counterfactual learning to rank. Extensive simulations on three public
learning to rank benchmarks (Yahoo! Webscope, MSLR-WEB30k, and Istella)
show that the proposed exposure-based CRM method eliminates the long “unsafe”
warm-up period of IPS, matching the production policy after ~400 interactions
and converging to the IPS performance asymptotically.

Robust safety guarantees in advanced CLTR. Across the same public learning
to rank datasets — even under an adversarial click model, the safe DR and PRPO
algorithms reach logging policy performance within the first few hundred queries,
more than three orders of magnitude earlier than doubly robust method, while
still converging to the optimal ranking performance asymptotically.

Variance-optimal off-policy bandit learning. On a synthetic benchmark that
sweeps action-space sizes and logging-policy optimality, the proposed S-IPS
estimator reduces gradient variance by up to two orders of magnitude and yields
consistently higher policy value and lower MSE than IPS, SNIPS, and DR in both
full-batch and mini-batch training settings.

Efficient RL fine-tuning of diffusion models. On the T2I-CompBench, aesthetic,
and the image-text-alignment tasks, the LOOP algorithm surpasses PPO and
REINFORCE baselines: with k=4 trajectories per prompt it improves attribute-
binding scores by 10—15 points and raises aesthetic quality by +1.0 reward points,
while simultaneously lowering reward-variance throughout training.
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1.2.4 Resource contributions

» Safe Counterfactual LTR implementation. All code and experiment scripts for
the safe counterfactual LTR methods described in Chapter 2 and 3 are released at:
safe-cltr.

* Optimal baseline corrections for off-policy bandits. The PyTorch implementa-
tion that accompanies Chapter 4 is released at: opt imal-baseline-cb.

1.3 Thesis Overview

The dissertation begins with the introduction, which is the current chapter the reader
is engaged with. The research chapters in this thesis are structured into two distinct
parts, with the first part predominantly addressing the safety aspect of counterfactual
LTR methods in Chapters 2 and 3. Chapter 3 should preferably be read following
Chapter 2, as it extends the safety framework established in Chapter 2. Chapter 4 can be
approached independently of other chapters in the thesis, as it primarily examines the
top-1 action setting in contextual bandits. Similarly, Chapter 5 stands as a self-contained
unit that can be read separately, focusing mainly on the post-training refinement of
text-to-image foundation models.

1.4 Origins

In this section, we list the origins and the list of contributions for each chapter in the
thesis.

Chapter 2 is based on the following paper:

* S. Gupta, H. Oosterhuis, and M. de Rijke. Safe deployment for counterfac-
tual learning to rank with exposure-based risk minimization. In Proceedings
of the 46th International ACM SIGIR Conference on Research and Develop-
ment in Information Retrieval, pages 249-258, 2023.
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Safe Deployment for Counterfactual
Learning-to-Rank via Exposure-based
Risk Minimization

The goal of counterfactual learning to rank (CLTR) is to correct for the selection bias in
user interaction data (clicks). It does so by weighting click interactions by the inverse of
the estimated effect of the selection bias. Mathematically, CLTR produces unbiased esti-
mates of the “true” relevance signal from biased click signals, in expectation. However,
it is well-known that CLTR suffers from high-variance problems, which is exacerbated
in the limited logged interaction data size setting [51, 106]. This can lead to unsafe
behavior during deployment, as the deployment of a sub-optimal ranking policy can
have negative effects on the user experience, and subsequently on the business metrics.
To avoid such scenarios, we need a safety mechanism to avoid such detrimental behavior.
This brings us to the first research question:

RQ1 Can safety guarantees be provided for counterfactual LTR policies to ensure that
the new policy is at least as good as the production policy?

In this chapter, we aim to answer this question by first deriving a generalization bound of
the CLTR estimator for the position bias. We show that optimizing for the generalization
bound results in a guarantee that the new ranking policy will be at least as good as the
production/behavior policy.

2.1 Introduction

LTR methods optimize ranking systems so that the resulting ranking behavior maximizes
a given ranking metric [91]. Traditionally, most LTR methods applied a supervised
learning procedure based on manually-created relevance judgements. However, obtain-
ing such judgements is time-consuming, expensive and does not scale [21, 116]. As
an alternative, LTR methods have been developed that rely on clicks, as they are much
cheaper to obtain in abundance in the form of user interaction logs [76].

This chapter was published as [50].
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Despite its low costs, click data is generally strongly affected by different forms
of interaction bias. Interactions with rankings often suffer from position bias [30]: the
position at which an item was shown often affects its click through rate (CTR) more
than its relevance. As a result, the clicks observed in interaction logs are often more
reflective of where items were displayed during logging than how relevant users find
them. Thus, naively using this data for LTR, without corrections, can result in heavily
biased models with suboptimal ranking performance [78, 157].

To mitigate the bias problem in interaction data, the field of CLTR has proposed
methods to mitigate bias with unbiased estimation [78]. CLTR mainly relies on
exposure-based IPS [111, 158], a LTR specific adaptation of the IPS counterfactual
estimation method [58, 77, 148]. Standard exposure-IPS weights clicks by the inverse
effect of position-bias on the clicked item. This procedure thus gives more weight
to clicks on items that are underrepresented due to position-bias, and vice versa. In
expectation, this removes the effect of position-bias from the loss that is optimized.

Unsafe CLTR. Despite enabling unbiased optimization, IPS is also known to suffer
from high variance [78, 107]. Specifically, in cases with a lack of click data or with
large amounts of noise, high variance can make IPS-based CLTR unreliable and lead
to very sub-optimal ranking models [63, 109]. This problem can be so severe that
the learned ranking models can be worse than the model used to log the interaction
data. Deploying such a learned model could thus result in a substantially degraded user
experience. In other words, despite the improvements that IPS-based CLTR can bring, it
is also an unsafe approach since it can lead to considerable deteriorations, under certain
circumstances.

This (un)safety issue is not unique to IPS-based CLTR. Swaminathan and Joachims
[148] address this issue for contextual bandit problems by applying a generalization
bound. Such a bound can provide a high-confidence upper limit on the difference
between the true and estimated performance of a bandit policy [138, 149]. This allows
for safer conservative optimization. For instance, Wu and Wang [165] introduce a bound
based on the divergence between the new policy and the logging policy. This bound
avoids policies that stray away from the logging policy, unless there is strong evidence
that they are actual improvements. This method might appear to be a great fit for
CLTR, but, unfortunately, it is based on action propensities that do not generalize well
to the very large action spaces in CLTR. Therefore, there is a need for a conservative
generalization bound that is practical and effective in the CLTR setting.

Safe CLTR. To address this gap, in this chapter we propose an exposure-based
counterfactual risk minimization (CRM) method that is specifically designed for safe
CLTR. Similar to how exposure-based IPS deals with the large action spaces in ranking
settings, our method is based on an exposure-based alternative to action-based general-
ization bounds. We first introduce a divergence measure based on differences between
the distributions of exposure of a new policy and a safe logging policy. Then we provide
a novel generalization bound and prove that it is a high-confidence lower-bound on
the performance of a learned policy. When uncertain, this bound defaults to preferring
the logging policy and thus avoids decreases in performance due to variance. In other
words, with high-confidence, ranking models optimized with this bound are guaranteed
to never deteriorate the user experience, even when little data is available.
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Main contributions. We are the first to address CRM for CLTR and contribute a novel
exposure-based CRM method for safe CLTR. Our experimental results show that our
proposed method is effective at avoiding initial periods of bad performance when little
date is available, while also maintaining high performance at convergence. Our novel
exposure-based CRM method thus enables safe CLTR that can mitigate many of risks
attached to previous methods.

Accordingly, we hope that our contribution makes the adoption of CLTR methods
more attractive to practitioners working on real-world search and recommendation
systems.

2.2 Related Work

In this section, we review related work on CLTR and CRM in off-policy learning.

2.2.1 Counterfactual learning to rank

LTR is a well-established area of research that deals with learning optimal rankings
to maximize a pre-defined notion of utility [91]. Traditionally, LTR systems were
optimized using supervised learning on manually-created relevance judgements [21].
However, the manual curation of relevance judgements is a time-consuming and costly
process [21, 116]. Moreover, manually-graded relevance signals do not always align
well with actual user preferences [133]. Due to these shortcomings, LTR from user
interactions has become a popular alternative to supervised LTR [22, 75, 78, 141].

Learning from user interactions/click logs was introduced in the pioneering work
of Joachims [76]. Click data is relatively cheap to collect and indicative of actual user
preferences [119]. In spite of these advantages, click data is known to be a noisy and
biased estimate of the true user preferences [30, 111]. Some of the common biases
identified in the LTR literature are position bias [30]: trust bias [4], and item-selection
bias [108].

To counter the effect of bias, Joachims et al. [78] introduced counterfactual learning
in the context of LTR. They proposed the application of inverse propensity scoring
(IPS), a causal inference technique that has prevalence in the offline bandit learning
literature [77]. IPS models the probability of the user examining a document at a given
displayed rank. The inverse of the examination probability, i.e., the inverse propensity,
is used to correct for the position bias. As a result of the inverse weighing scheme,
IPS-based LTR optimization is unaffected by position bias, in expectation [78]. Since its
introduction, there has been an increasing interest in the area, with several application of
IPS in the context of ranking [4, 108, 152, 158]. Recent work has also explored CLTR
under a stochastic logging policy, where some exploration is introduced, as opposed to
pure exploitation [108, 110, 169].

With regard to safety in learning from user interactions, Jagerman et al. [63] intro-
duced the notation of safe exploration for offline contextual bandit algorithms. The
authors introduced safe exploration algorithm (SEA), which applies high-confidence
performance bounds to safely choose between the deployment of a logging policy
and a learned policy. Oosterhuis and de Rijke [109] applied this context to LTR and
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introduced a generalization and specialization framework to safely choose between
a generalized feature-based LTR model, and a specialized tabular LTR model. The
important difference between prior work and our work is that existing methods safely
choose between policies, whereas our method safely optimizes a policy. To the best of
our knowledge, we are the first to consider notion of safety for the optimization of LTR
models.

2.2.2 Counterfactual risk minimization for offline learning from
logs

A relevant area closely related to CLTR is off-policy learning, or offline learning from
bandit feedback data [56, 77, 127, 148]. Off-policy learning tries to bridge the mismatch
between the action distributions of a new policy and the logging policy [77]. The most
common techniques used to achieve that goal are IPS and importance sampling [58].
However, as noted by Cortes et al. [29], the IPS estimator can have unbounded variance,
which can lead to large errors in its estimation. Consequently, optimization with IPS
can result in convergence problems and severely suboptimal policies.

To account for this high-variance problem, Swaminathan and Joachims [148] in-
troduced counterfactual risk minimization (CRM), an off-policy method that explicitly
controls for the variance during off-policy learning from bandit feedback data. Specifi-
cally, their learning objective consists of both the IPS loss and a variance regularization
term, which minimizes the dissimilarity between the two policies. This variance regu-
larization term represents the risk that stems from the variance of the IPS estimation,
however, computing it requires a pass over the entire data which does not scale well.
As a scalable alternative, Wu and Wang [165] introduced variational counterfactual
risk minimization (VCRM), where the authors estimate the risk of the new policy by
random sampling from the logged data. The objective function to be optimized in
the VCRM method is derived from a generic theoretical analysis of learning from
importance sampling [29]. The risk term in the VCRM method is defined in terms of a
specific divergence between the logging policy and the new policy, known as the Rényi
divergence [123]. To the best of our knowledge, there is no existing work on CRM in a
LTR setting, making the work in this chapter the first to propose a CRM approach for
the LTR task.

2.3 Background

2.3.1 Learning to rank

The objective of learning to rank methods is to optimize a ranking policy (), so that for
user-issued queries (q) it provides the optimal ranking of their pre-selected candidate
document sets (Dg) [91]. Formally, this objective can be expressed as the maximization
of the following utility function:

U(r)=Eq| > pld|q,m)P(R=1]d,q)|. @2.1)
deD,
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where p(d | ¢, 7) is the weight 7 gives to document d for query ¢. The choice of p de-
termines what metric is optimized, for instance, the well-known normalized discounted
cumulative gain (NDCG) metric [65]:

PDCG(d | Q77T) = Ey~‘n’(~|q) [(10g2(rank(d | y) + 1))71} : (2.2)

where y is a ranking sampled from the policy 7. For this chapter, the aim is to optimize
the expected number of clicks, the next subsection will explain how we choose p
accordingly.

2.3.2 Counterfactual learning to rank

Position bias in clicks. Optimizing the LTR objective in Eq. 2.1 requires access to the
true relevance labels (P(R = 1| d, q)), which is often impossible in real-world ranking
settings. As an alternative, CLTR uses clicks, since they are present in abundance as
logged user interactions. However, clicks are a biased indicator of relevance; for this
chapter, we will assume the relation between clicks and relevance is determined by a
position-based click model [28, 78]. For a document d displayed in ranking y for query
q, this means the click probability can be decomposed into a rank-based examination
probability and a document-based relevance probability:

P(C=1]d,qy)=PE=1]|rank(d|y))P(R=1]|d,q). (2.3)

The key characteristic of the position-based click model is that the probability of
examination only depends on the rank at which a document is displayed: P(E =1 |
d,q,y) = P(E = 1 | rank(d | y)). Furthermore, this model assumes that clicks
only take place when a document is both relevant to a user and examined by them.
Consequently, the click signal is an indication of both the relevance and examination of
documents. Thus, the position at which a document is displayed can have a stronger
effect on its click probability than its actual relevance [30].

Inverse-propensity-scoring for CLTR. We assume a setting where /N interactions
have been logged using the logging policy 7, for each interaction ¢ the query g;, the
displayed ranking ¥;, and the clicks c¢; are logged:

D= {Qiayiaci}ij\;r 2.4

We will use ¢;(d) € {0, 1} to denote whether document d was clicked at interaction 4.
Furthermore, we choose p to match the examination probabilities under 7:

p(d] q.7) =Eyun(i [P(E =1 rank(d | y))] = p(d). (2.5)

Hence, our optimization objective U () is equal to the expected number of clicks (cf.
Eq. 2.1 and 2.3).
In order to apply IPS, we need the propensity of each document [78], following
Oosterhuis and de Rijke [110] we use:
p(d | q77T0) = P(E =1 ‘ WOvva)
=Eyro(|g) [P(E =1|rank(d | y))]
= po(d).
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Thus, the exposure of d represents how likely it is examined when using 7y for logging.
Thereby, it indicates how much the clicks on d underrepresent its relevance. For the
sake of brevity, we drop ¢, m and 7 from our notation when their values are clear from
the context: i.e., p(d | ¢, m) = p(d) and p(d | g, m) = po(d).

The exposure-based IPS estimator takes each click in D and weights it inversely to
po(d) to correct for position-bias [78, 110]:

N

U(r) = Jb;d; :)((Cld)) ei(d). 2.6)

In other words, to compensate that position bias lowers the click probability a document
by a factor of pg(d), clicks are weighted by 1/pg(d) to correct for this effect in expecta-
tion. As a result, clicks on documents that 7y is likely to show at positions with low
examination probabilities (i.e., the bottom of a ranking) receive a higher IPS weight to
compensate.

Statistical properties of the IPS estimator. The IPS estimator U () (Eq. 2.6) is an
unbiased and consistent estimate of our LTR objective U(x) (Eq. 2.1) [106]. It is
unbiased since its expected value is equal to our objective:

Eqye|0(m)] = Ur), @.7)
and it is consistent because this equivalence also holds in the limit of infinite data:

lim U(r) = U(n). (2.8)
N—00
For proofs of these properties, we refer to previous work [78, 103, 108].
It is important to note that the unbiasedness and consistency properties do not
indicate that the actual IPS estimates will be reliable. The reason for this is that the
estimates produced by IPS are also affected by its variance:

Vary.o[U(7) | 4] = d; /%Varw[c(d) | 70, 4. 2.9)

As we can see, its variance is very large when some propensities are small, due to the
po(d)~2 term. As a result, the actual estimates that IPS produces can contain very large
errors, especially when NV is relatively small or clicks are very noisy. In other words,
U(m) can be far removed from the true U (r), and therefore, optimization with IPS can
be very unsafe and lead to unpredictable results.

2.3.3 Counterfactual risk minimization for offline bandit learning

The foundational work by Swaminathan and Joachims [148] introduced the idea of
counterfactual risk minimization (CRM) for off-policy learning in a contextual bandit
setup. To avoid the negative effects of high-variance with IPS estimation during bandit
optimization, they use a generalization bound through the addition of a risk term [98].
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Figure 2.1: Three rankings and their normalized expected exposure distributions
(Eq. 2.15) based on DCG weights (Eq. 2.2). According to our exposure-based di-
vergence, ranking 1 and ranking 2 are quite similar despite only agreeing on the placing
of document A. In contrast, ranking 1 and ranking 3 also agree on the placement of
a single document (C) but have the highest possible dissimilarity, due to their highly
mismatched exposure distributions.

With a probability of 1 — §, the IPS estimate minus the risk term is a lower bound on
the true utility of the policy:

P(U(m) > U(r) — Risk(9)) > 1 — 4. (2.10)

Therefore, optimization of the lower bound can be more reliable than solely optimizing
the IPS estimate (U (7)), since it provides a high-confidence guarantee that a lower
bound on the frue utility of the policy is maximized.

In particular, Swaminathan and Joachims [148] propose using the sample variance
as the risk factor:

Uaclion—CRM(ﬂ') = Usction( \/Nvar Ulction )} (2.11)

where A € R> is an alternative to the J parameter that also determines how probable it
provides a bound on the true utility. Importantly, this bound is based on an action-based
IPS estimator. For our LTR setting this would translate to:

N
Aactlon 7T = %Z yl | ql) Z Ci(d) (2.12)

yz | qi deD,,

However, action-based IPS estimation does not work well in the LTR setting because
the very large number of possible rankings result in extremely small action propensities:
mo(y: | i), which creates a high-variance problem. As discussed in Section 2.3.2,
for this reason CLTR uses exposure-based propensities instead (Eq. 2.6 and 2.6), as
they effectively avoid extremely small values. As a result, the CRM approach by
Swaminathan and Joachims [148] is not effective for CLTR, since the high-variance of
its action-based IPS make the method impractical in the ranking setting.

Another downside of the CRM approach is that the computation of the sample-
variance requires a full-pass over the training dataset, which is computationally costly
for large-scale datasets. As a solution, Wu and Wang [165] introduce variational
CRM (VCRM) which uses an upper bound on the variance term based on the Rényi
divergence between the new policy and the logging policy [123]. This Rényi divergence
is approximated via random sampling, thus making the VCRM method suitable for
stochastic gradient descent-based training methods [102]. Nevertheless, this CRM
approach still relies on action-based propensities, and therefore, does not provide an
effective solution for the high-variance problem in CLTR.
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2.4 A Novel Exposure-Based Generalization Bound
for CLTR

In order to develop a CRM method for CLTR with safety gaurantees, we aim to find a
risk term that gives us a generalization bound as in Eq. 2.10. Importantly, this bound
has to be effective in the LTR setting, therefore, our approach should avoid action-based
propensities.

We take inspiration from previous work by Wu and Wang [165], who use the fact
that the Rényi divergence is an upper bound on the variance of an IPS estimator:

Var | Uscion (7)| < da (|| mo), 2.13)

where ds is the exponentiated Rényi divergence between the new policy and the logging
policy [123]:

dy(m || m0) = Eq

Z<W>2m(y | q)]. (2.14)

" mo(y | q)

In other words, the dissimilarity between the logging policy and a new policy can
be used to bound the variance of the IPS estimate of the new policy’s performance.
However, because this divergence is based on action propensities, it is not effective in
the LTR setting.

This section introduces a novel exposure-based measure of divergence that can
produce a desired generalization bound for LTR optimization. Section 2.4.1 below intro-
duces the concept of normalized exposure that treats rankings as exposure distributions.
Subsequently, Section 2.4.2 proves that Rényi divergence based on normalized exposure
can bound the variance of an exposure-based IPS estimator. Finally, Section 2.4.3 uses
this novel variance bound to construct a proven generalization bound for CLTR.

2.4.1 Normalized expected exposure

Rényi divergence is only valid for probability distributions, e.g., da (7 || 7o) with 7(y | ¢)
and 7o (y | ¢). However, expected exposure is not a probability distribution, i.e., the
values of p(d) (Eq. 2.5) or po(d) (Eq. 2.6) do not necessarily sum up to one, over all
documents to be ranked. This is because users generally examine more than a single
item in a single displayed ranking [30], as a result, expected exposure can be seen as a
distribution of multiple examinations. Our insight is that a valid probability distribution
can be obtained by normalizing the expected exposure:

)= P pld) 015)

a Zd'eD p(d’) Z
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where the normalization factor is a constant that only depends on K, the (truncated)
ranking length:

Z=>Y pld)=> Eyur[P(E=1]rank(d|y))]

deD deD
= Eyr { Z P(E =1 rank(d | y))}
deD
(2.16)
y~ﬂ[zp =11k) }
K
Z =11k).

In this way, Z can be seen as the expected amount of examination that any ranking will
receive, and p’ as the probability distribution that indicates how it is expected to spread
over documents.

An important property is that the ratio between two propensities is always equal to
the ratio between their normalized counterparts:

pd) _ p'(d)
po(d)  po(d)
This is relevant to IPS estimation since it only requires the ratios between propensities,
the proofs in the remainder of this chapter make use of this property.
Finally, using the normalized expected exposure, we can introduce the exponentiated
exposure-based Rényi divergence:

da(p|l po) = Eq{ > pold) (;’0({3))2] (2.18)

deD,

(2.17)

The key difference between our exposure-based divergence and action-based divergence
is that it allows policies to be very similar, even when they have no overlap in the
rankings they produce. As an intuitive example, Figure 2.1 displays three rankings and
their associated normalized expected exposure distributions; these are the distributions
for deterministic policies that give 100% probability to one of the rankings. Under
action-based divergence, these policies would have the highest possible dissimilarity
since they have no overlap in their possible actions, i.e., the rankings they give non-
zero probability. In contrast, exposure-based divergence gives high similarity between
ranking 1 and ranking 2, since the differences in their exposure distribution are minor.
We note that these rankings still disagree on the placement of all documents except
one. Conversely, for ranking 1 and ranking 3, which also only agree on a single
document placement, exposure-based divergence gives the lowest possible similarity
score because their exposure distributions are highly mismatched. Importantly, by solely
considering differences in exposure distributions, exposure-based divergence naturally
weighs differences at the bottom of rankings as less impactful than changes that affect
the top. As a result, exposure-based divergence more closely corresponds with common
ranking metrics (Eq. 2.1) than existing action-based divergences.
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2.4.2 Exposure-divergence bound on variance

We now provide proof that exposure-based divergence is an upper bound on the variance
of IPS estimators for CLTR.!

Theorem 2.4.1. Given a ranking policy m and logging policy mg, with the expected
exposures p(d) and po(d) respectively, the variance of the exposure-based IPS estimate
U(7) is upper-bounded by exposure-based divergence:

Z 1
Varg,y.c {U(ﬂ)} < y(eleo) + 5 (2.19)

Proof. From the definition of U (m) (Eq. 2.6) and the assumption that queries ¢ are
independent and identically distributed (i.i.d), the variance of the counterfactual estima-
tor can be expanded by applying the law of total variance as follows:

Varg y.c [U(W)] = % (Eq [Varym‘ {U(ﬂ') | q” + Var, [Ey’c {U(ﬂ') | q] } ) (2.20)

The second term (variance over queries) can be expanded as follows:
A I N 2 . 2
Var, [Ey.o [0(m) | a] | = Eq |Bye[0(7) | d] ] —E,[E,.[U(m) 4] @21)
r . 2
<, By [0 4]

—E,|[U(r) | ']

where in the second step, we use the unbiasedness property (Eq. 2.7) of the counterfac-
tual estimator, and use the fact that the true utility is non-zero, i.e., U(7) > 0. In the
last step, we make use of the fact that the true utility is bounded, and is upper bounded
by 1. This is a safe assumption if the utility is normalized, as is the case for: normalized
discounted cumulative gain or click-through rate.

Substituting it back in the counterfactual utility variance (Eq. 2.20), we get:

N 1 N
Varg y.c [U(W)} < N(Eq [Vary,c {U(W) ‘ ‘ZH + 1)- (2.22)
Next, since we have assumed a rank-based examination model (Section 2.3.2), the
examinations of documents are independent. This allows us to rewrite the variance
conditioned on a single query:

~ d
Var, . [U(ﬂ' | q)} = Var, . Z ;;((d))c(d, q) (2.23)
deD,

!The following proof differs slightly from the original proof published in [50], as we overlooked an
additional constant term in the original paper.
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=> Varyc{

deDy
oD oY
Sdezr;chyy[(PO(d) (d’q>> ]
Since: ¢(d, ¢)? = c(d, ), we can further rewrite to:
p(d) 7l
dezD:q Ec,y[(po(d) c(d, q)) ] = P [ q)] (2.24)
- 3 (n) ro=tidam.

deDy

Next, we use Eq. 2.3 and 2.6 to substitute the click probability; subsequently, we replace
the examination propensities with normalized counterparts using Eq. 2.15 and 2.17; and
lastly, we upper bound the result using the fact that P(R = 1|d,q) < 1:

5 £ | (L0t q>)2] > po<d>(m)2P<R—1d,q>

deDy
_dezl; ( (t?))QP(R: 1ld,q) (2.25)
<23 ()

deD,

Finally, we place this upper bound for a single query back into the expectation over all
queries (Eq. 2.20):

Lo v, [o10) 1]

Therefore, by Eq. 2.20, 2.26, 2.22, and the definition of exposure-based divergence in
Eq. 2.18, it is a proven upper bound of the variance. O

g aess)] e

deD,

Z\N

2.4.3 Exposure-divergence bound on performance

Using the upper bound on the variance of an CLTR IPS estimator that was proven in
Theorem 2.4.1, we can now introduce a generalization bound for the CLTR estimator.

Theorem 2.4.2. Given the true utility U(r) (Eq. 2.1) and its exposure-based IPS
estimate U(w) (Eq. 2.6), for the ranking policy m and the logging policy mo with
expected exposures p(d) and po(d), respectively, the following generalization bound
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holds with probability 1 — §:>

U(r \/ ~( dz (o]l po) — \/ ~( L)

Proof. As per Cantelli’s inequality [42], given an estimator X with the expected value
E[X] and variance Var[X], the following tail-bound holds:

X —E[X]>)\) < Var[X]

P(X — E[X] m (2.28)
Since A > 0 is a free parameter, we can define J such that:
_ \m = /! - O Var[X]. (2.29)
Consequently, the following inequality holds:
PE[X]>X -\ >1-04. (2.30)

Building on this inequality, the following inequality must hold with probability 1 — §:

U(r) > U(r) — \/1 — O Varg . [0(@}. 231)

Next, we replace the variance with the upper bound from Theorem 2.4.1, which results
in the following bound:

1-96
U(r \/ +( d2 (ol p0) + (57 2.32)

By applying the Cauchy—Schwarz inequality, we get:

U(n ¢ = dz (ol po) — \/ +( L)

This completes the proof. O

Risk in CLTR. Based on the generalization bound proposed in Theorem 2.4.2, we

see that it proposes the following measure of risk: Risk(d) = \/% (%J)dg(p I po) (cf.
Eq. 2.10). Clearly, this risk is mostly determined by the exposure-based divergence
between the new policy and the logging policy. Thereby, it states that the greater the
difference between how exposure is spread over documents by the logging policy and
the new policy, the higher the risk involved. Therefore, to optimize this lower bound,
one has to balance the maximization of the estimated utility U () and the minimization
of risk by not letting 7 differ too much from 7 in terms of exposure.

2The following proof differs slightly from the original proof published in [50], as we overlooked an
additional constant term in the original paper.
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Policy for IPS without Risk
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Figure 2.2: Example comparison of the optimal policy for a single logged click accord-
ing to three different risk estimators.

Furthermore, we see that our measure of risk diminishes as IV increases. As a result,
the risk term will overwhelm the IPS term when N is very low, as there is much risk
involved when estimating based on a few interactions. Conversely, when [V is very
large, the risk term mostly disappears, as the IPS estimate is more reliable when based
on large numbers of interactions. Thus, during optimization, the generalization bound
is expected to mostly help with avoiding initial decreases in performance, while still
converging at the same place as the standard IPS estimator.

Lastly, the § parameter determines the safety that is provided by the risk, where a
lower § makes it more likely that the generalization bound holds. Accordingly, as §
increases the risk term becomes smaller and will thus have less effect on optimization.

To the best of our knowledge, this is the first exposure-based generalization bound,
which makes it the first method designed for safe optimization in the CLTR setting.

Illustrative comparison. To emphasize the working and novelty of our exposure-based
risk, a comparison of the optimal policies for action-based risk, exposure-based risk,
and no risk are shown in Figure 2.2. We see that IPS without a risk term places the
once-clicked document at the first position, with 100% probability. This is very risky,
as it greatly impacts the ranking while only being based on a single observation. The
action-based risk tries to mitigate this risk with a probabilistic policy that gives most
probability to the logging policy ranking (90%) and the remainder to the IPS ranking
(10%). In contrast, with exposure-based risk, the optimal policy makes the risk and
utility trade-off in a single ranking, that mostly follows the logging policy but places
the clicked document slightly higher.

This example illustrates that because action-based risk does not have a similarity
measure between rankings, it can only produce a probabilistic interpolation between the
logging policy and IPS rankings. Alternatively, because exposure-based risk does have
such a measure, it produces a ranking that is neither the logging ranking nor the IPS
ranking, but one with an exposure distribution that is similar to both. Thereby, exposure-
based risk has a more elegant and natural method of balancing utility maximization and
risk minimization in the CLTR setting.
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2.5 A Novel Counterfactual Risk Minimization Method
for LTR

Now that we have the proven generalization bound described in Section 2.4.3 (Theo-
rem 2.4.2), we can propose a novel risk-aware CLTR method for optimizing it. Accord-
ingly, the aim of our method is to find the policy that maximizes this high-confidence
lower bound on the true performance. In formal terms, we have the following optimiza-
tion problem:

\/ ~( d2 (o]l po). (2.34)

Note that we ignore the term 4/ % (1%5), since it is constant with respect to the policy
m, and therefore can be disregarded for optimization purposes. We propose to train
a stochastic policy 7 via stochastic gradient descent, therefore, we need to derive the
gradient and find a method of computing it. For the computation of the gradient w.r.t.
the utility U (), the first part of Eq. 2.34, we refer to several prior work that discusses
this topic extensively [104, 108, 169]. Thus, we can focus our attention on the second
part of Eq. 2.34:

Z(1-19)
\/N d2 (pllpo) = m%ﬂb(ﬂ” Po)- (2.35)

To derive the gradient of the exposure-based divergence function, we use the relation
between p and p’ from Eq. 2.16 and 2.17:

Vataloll o) = Ve[| 3 i (29 )]

deD,

e[

Thus, we only need the gradient w.r.t. the exposure of a document (V,; p(d)) to complete
our derivation. If 7 is a Plackett-Luce (PL) ranking model, one can make use of the
specialized gradient computation algorithm from [104]. However, for this chapter, we
will not make further assumptions about 7 and apply the more general log-derivate trick
from the REINFORCE algorithm [164]:

(2.36)

Vep(d) =Eyr [P(E =1 | rank(d | y))]| Vx log 7(y). (2.37)

Putting all of the previous elements back together, gives us the gradient w.r.t. the
exposure-based risk function:

1-9 p
NG&Zdx(p| po) Fa yw[(,;ﬂo

=1 k)) vwlogw(w} . @38
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where y;, is the document at rank % in ranking y. For a close approximation of this
gradient, we substitute the gradient with the queries from the given dataset, and the
rankings sampled from 7 during optimization [104, 164].

Similarly, since the exact computation of is d2(p || po) infeasible in practice, we
introduce a sample-based empirical divergence estimator:

1Y d)\?
da(p || po) :N; Z; ( ((d))) : (2.39)

This is an unbiased estimate of the true divergence given that the sampling process is
truly Monte Carlo [64].

2.6 Experimental Setup

For our experiments, we follow the semi-synthetic experimental setup that is common in
the CLTR literature [78, 109, 110, 152]. We make use of the three largest publicly avail-
able LTR datasets: Yahoo! Webscope [21], MSLR-WEB30k [115], and Istella [31]. The
datasets consist of queries, a preselected list of documents per query, query-document
feature vectors, and manually-graded relevance judgements for each query-document
pair. To generate clicks, we follow previous work [109, 110, 152] and train a logging
policy on a 3% fraction of the relevance judgements. This simulates a real-world setting,
where a production ranker trained on manual judgements is used to collect click logs,
which can then be used for subsequent click-based optimization. Typically, in real-world
ranking settings, given that the production ranker is used on live-traffic, it is deemed as
a safe policy that can be trusted with real users.

We simulate a top-K ranking setup [108] where five documents are presented at
once. Clicks are generated with our assumed click model (Eq. 2.3) and the following
rank-based position-bias:

2
1 : <
P(E=1|qdy) = (rank(d\y)) if rank(d | y) < 5, (2.40)
0 otherwise.

In real-world click data, the observed CTR is typically very low [24, 87, 129]; hence,
to simulate such a sparse click settings, we apply the following transformation from
relevance judgements to relevance probabilities:

P(R=1|q,d) = 0.025%rel(q,d) + 0.2, (2.41)

where rel(q,d) € {0,1,2, 3,4} is the relevance judgement for the query-document pair
and 0.2 is added as click noise. During training, the only available data consists of
clicks generated on the training and validation sets, no baseline method has access to
the underlying relevance judgements (except the skyline).

Furthermore, we assume a setting where the exact logging policy is not available
during training. As a result, the py propensities have to estimated, we use a simple

25



2. Safe Deployment for Counterfactual Learning-to-Rank

frequency estimate following [110]:

N 1[g = g _ _
po(d) = ; S i-a) P(E =1 rank(d | y:)). (2.42)

For the action-based baselines, the action propensities 7o (y | ¢) are similarly estimated
based on observed frequencies:

T 1y =yl
Folylq) = ok @), Folye|q) =Y —— ", (2.43)
1;[ ’ ; ¥ 1[g=qj]

where 7o (yx | ¢) is the estimated probability of d appearing at rank & for query g. As is
common in CLTR [78, 103, 127], we clip propensities by 10/ V/N in the training set, to
reduce variance, but not in the validation set.

We optimize neural PL ranking models [104] with early stopping based on validation
clicks to prevent overfitting. For the REINFORCE policy-gradient, we follow [169] and
use the average reward per query as a control-variate for variance reduction.

As our evaluation metric, we compute NDCG@5 metric using the relevance judge-
ments on the test split of each dataset [65]. All reported results are averages over ten
independent runs, significant testing is performed with a two-sided student-t test.

Finally, the following methods are included in our comparisons:

(i) Naive. As the most basic baseline, we train on the generated clicks without any
correction (equivalent to Vd, po(d) = 1).

(ii) Skyline. To compare with the highest possible performance, this baseline is
trained on the actual relevance judgements.

(iii) Action-based IPS. Standard IPS estimation (Eq. 2.12) that is not designed for
ranking and thus uses action-based propensities.

(iv) Action-based CRM. Standard CRM (Eq. 2.11) that is also not designed for
ranking, for the risk function we use the action-based divergence function in
Eq. 2.14.

(v) Exposure-based IPS. The IPS estimator designed for CLTR with exposure-based

propensities (Eq. 2.6). The most important baseline, as it is the prevalent approach
in the field [108, 110].

(vi) Exposure-based CRM. Our proposed CRM method (Eq. 2.34) using a risk func-
tion based on exposure-based divergence.

2.7 Results and Discussion

2.7.1  Comparison with baseline methods

The main results of our experimental comparison are presented in Figure 2.3 and 2.4,
and Table 2.1 and 2.2. Figure 2.3 and 2.4 display the performance curves of the different
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Figure 2.3: Performance in NDCG @5 of various IPS and CRM methods for CLTR on
Yahoo! Webscope and MSLR-WEB30k datasets. The top-row presents the results when
the size of the training data is varied from 102 to 10°. The bottom-row is a zoomed-in
view, focusing on the low-data region from 102 to 10°. Results are averages over 10
runs; shaded areas indicate 80% confidence intervals.

methods as the number of logged interactions (/V) increases. Table 2.1 and 2.2 present
the performance at N € {4 -10%,4 - 107,10°} and indicate whether the observed
differences with our exposure-based CRM method are statistically significant.

We start by considering the performance curves in Figure 2.3 and 2.4. We see
that both the action-based and exposure-based IPS baselines have an initial period of
very similar performance that is far below the logging policy. Around N ~ 10* their
performance is comparable to the logging policy, and finally at N = 10° the exposure-
based IPS has reached optimal performance, while the performance of action-based
IPS is still far from optimal. We can attribute this initial poor performance to the
high variance problem of IPS estimation; when NV is small, variance is at its highest,
resulting in risky and sub-optimal optimization by the IPS estimators. However, even
when N = 109, the variance of the action-based IPS estimator is too high to reach
optimal performance, due to its extremely small propensities. This illustrates why the
introduction of exposure-based propensities was so important to the CLTR field, and
that even exposure-based IPS produces unsafe optimization when little data is available
or variance from interactions is high.

Next, we consider whether action-based CRM is able to mitigate the high variance
problem of action-based IPS. Despite being a proven generalization bound, Figure 2.3
and 2.4 clearly show us that action-based CRM only leads to decreases in performance
compared to its IPS counterpart. It appears that this happens because the logging policy
is not available in our setup, and the propensities have to be estimated from logged
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Figure 2.4: Performance in NDCG @5 of various IPS and CRM methods for CLTR on
the Istella dataset. The top-row presents the results when the size of the training data is
varied from 102 to 10°. The bottom-row is a zoomed-in view, focusing on the low-data
region from 102 to 10°. Results are averages over 10 runs; shaded areas indicate 80%
confidence intervals.

data. Consequently, the action-based risk pushes the optimization to mimic the exact
rankings that were observed during logging. Thus, due to the variance introduced from
the sampling of rankings from the logging policy, it appears that action-based CRM has
an even higher variance problem than action-based IPS. As expected, our results thus
clearly indicate that action-based CRM is also unsuited for the CLTR setting, to our
surprise; it is substantially worse than its IPS counterpart.

Finally, we examine the performance of our novel exposure-based CRM method.
Similar to the other methods, there is an initial period of low performance, but in
stark contrast, this period ends very quickly; on Yahoo! logging policy performance
is reached when NV =~ 125, on MSLR-WEB30k when NV = 350 and on Istella when
N = 400. For comparison, exposure-based IPS needs N ~ 1100 on Yahoo!, N ~ 10*
on MLSR-WEB30k and N ~ 1.1 - 10 on Istella to do the same; meaning that our
CRM method needs roughly 89%, 97% and 97% fewer interactions, respectively. In
addition, Table 2.1 and 2.2 indicate that the logging policy performance is matched on all
datasets when N = 400 by exposure-based CRM, where it also outperforms all baseline
methods. We note that there is still an initial period of low performance, because the
logging policy is unavailable at training, and thus, its behavior still has to be estimated
from logged interactions. It is possible that in settings where the logging policy is fully
known during training, this initial period is eliminated entirely. Nevertheless, our results
show that exposure-based CRM reduces the initial periods of poor performance due to
variance by an enormous magnitude.
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Table 2.1: NDCG@5 performance for Yahoo! Webscope and MSLR-WEB30k datasets under
different settings for several values of IV, the number of logged interactions in the simulated
training set. Values are averages over 10 independent runs on the held-out test sets; bold figures
mark the highest score. Differences from the exposure-based CRM are assessed with a two-
sided Student’s t-test: ¥ denotes significantly lower (p < 0.01), while * indicates no significant
difference.

Yahoo! Webscope MSLR-WEB30k
N =4-102 N =4-10" N =10° N =4-102 N =4-107 N =10°
Logging 0.677 0.677 0.677 0.435 0.435 0.435
Skyline 0.727 0.727 0.727 0.479 0.479 0.479
Naive 0.652 (0.021)7 0.694 (0.000)Y 0.695 (0.000)Y 0.353 (0.003)" 0.448 (0.000)" 0.448 (0.001)"

ActionIPS  0.656 (0.008)" 0.701 (0.001)" 0.701 (0.001)" 0.359 (0.007)" 0.448 (0.001)" 0.448 (0.001)"
Action CRM 0.617 (0.004)" 0.698 (0.001)" 0.700 (0.001)" 0.359 (0.005)" 0.448 (0.001)" 0.449 (0.001)"
Exp. IPS 0.659 (0.010)" 0.723 (0.001)* 0.730 (0.001)* 0.389 (0.014)" 0.474 (0.001)* 0.481 (0.001)*
Exp. CRM  0.677 (0.001)  0.723 (0.001)  0.730 (0.000) 0.434 (0.001) 0.473 (0.001) 0.480 (0.001)

Table 2.2: NDCG@5 performance for Istella dataset under different settings for several values
of N, the number of logged interactions in the simulated training set. Reported numbers are
averages over 10 independent runs evaluated on the held-out test-sets; bold numbers indicate
the highest performance. Statistical significance for differences with the exposure-based CRM
are measured via a two-sided student-t test: ¥ indicates methods with significantly lower NDCG
(p < 0.01), and * no significant difference.

Istella
N =4-10? N =4-10" N =10°
Logging 0.635 0.635 0.635
Skyline 0.714 0.714 0.714
Naive 0.583 (0.007)7  0.661 (0.001)7  0.661 (0.001)"

Action IPS  0.578 (0.004)"  0.671 (0.001)"  0.671 (0.002)"
Action CRM  0.449 (0.013)"  0.668 (0.002)"  0.672 (0.001)"
Exp. IPS 0.576 (0.010)"  0.696 (0.001)*  0.706 (0.001)*
Exp. CRM  0.635(0.001)  0.695 (0.001)  0.706 (0.001)

Furthermore, while the initial period is clearly improved, we should also consider
whether there is a trade-off with the rate of convergence. Surprisingly, Figure 2.3
and 2.4 do not display any noticeable decrease in performance when compared with
exposure-based IPS. Moreover, Table 2.1 and 2.2 show the differences between exposure-
based IPS and CRM are barely measurable and not statistically significant when N €
{4-107,10°}. We know from the risk formulation in Eq. 2.34 that the weight of the
risk term decreases as IV increases at a rate of 1/ v/N. In other words, the more data is
available, the more optimization is able to diverge from the logging policy. It appears
that this balances utility maximization and risk minimization so well that we are unable
to observe any downside of applying exposure-based CRM instead of IPS. Therefore,
we conclude that, compared to all baseline methods and across all datasets, exposure-
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Figure 2.5: Performance of CRM methods with varying confidence parameters (§) on
Yahoo! Webscope and MSLR-WEB30k datasets. Top-row: action-based CRM baseline;
bottom-row: our exposure-based CRM method. Results are averages of 10 runs; shaded
areas indicate 80% confidence intervals.

based CRM drastically reduces the initial period of low performance, matches the best
rate of convergence of all baseline, and has optimal performance at convergence.

2.7.2 Ablation study on the confidence parameter

To gain insights into how the confidence parameter § affects the trade-off between
safety and utility, an ablation study over various ¢ values was performed for both CRM
methods.

The top-rows of Figure 2.5 and 2.6 show us the performance of action-based CRM,
and contrary to expectation, a decrease in § corresponds to a considerably worse
performance. For the sake of clarity, in theory, J is inversely tied to safety, a lower &
should result in less divergence from the safe logging policy [109]. Conversely, we
see that action-based CRM displays the opposite trend. We think this further confirms
our hypothesis that a frequency estimate of action-based divergence has an even higher
variance problem than action-based IPS. Consequently, a higher weight to the risk
function results in worse performance. This further confirms our previous conclusion
that action-based CRM is unsuited for the CLTR setting, regardless of how the ¢
parameter is tuned.

In contrast, the bottom-rows of Figure 2.5 and 2.6 display the expected trend for
exposure-based CRM; as ¢ decreases the resulting performance gets closer to the
logging policy. With § = 0.1, CRM performs extremely close to its IPS counterpart,
as optimization is less constrained to mimic the logging policy here. Decreasing ¢
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Figure 2.6: Performance of CRM methods with varying confidence parameters (§) on the
Istella dataset. Top-row: action-based CRM baseline; bottom-row: our exposure-based
CRM method. Results are averages of 10 runs; shaded areas indicate 80% confidence
intervals.

appears to have diminishing returns, as the difference between § = 104 and § = 10°
is marginal. Importantly, we do not observe any downsides to setting § = 10~°, thus
we have not reached a point in our experiments where 0 is set too conservatively. This
suggests that exposure-based CRM is very robust to the setting of the § parameter, and
that a sufficiently low é does not require fine-tuning. Therefore, this shows that the
improvements we observed when comparing with baseline methods, did not stem from
a fine-tuning of §. Thus, we can conclude that this robustness further increases the
safety that is provided by exposure-based CRM, as there is also little risk involved in
the tuning of the § parameter.

2.8 Conclusion

In this chapter, we introduced the first counterfactual risk minimization (CRM) method
designed for CLTR, that relies on a novel exposure-based divergence function. In
contrast with existing action-based CRM methods, exposure-based divergence avoids
the problem of the enormous combinatorial action space when ranking, by measuring
the dissimilarity between policies based on how they distribute exposure to documents.
As aresult, exposure-based CRM optimization produces policies that rank similar to the
logging policy when it is risky to follow IPS, i.e., when little data is available or variance
is very high. Consequently, our experimental results show that it almost completely
removes initial periods of detrimental performance; to be precise, our method needed
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89% to 97% fewer interactions than state-of-the-art IPS to match production system
performance. Importantly, we observed no downsides in its application, as it maintained
the same rate and point of convergence as IPS, in all tested experimental settings.
Therefore, we conclude that our exposure-based CRM method provides the safest
CLTR methods so far, as it almost completely alleviates the risk of decreasing the
performance of a production system.

These improvements have big implications for practitioners who work on ranking
systems in real-world settings, since the almost complete reduction of initial detrimental
performance removes the main risks involved in applying CLTR. In other words, when
applying our novel exposure-based CRM, practitioners can have significantly less worry
that the resulting policy will perform worse than their production system and hurt user
experience.

In this chapter, we answer the broad research question (RQ1) in affirmative. We
derived a generalization bound for the counterfactual LTR estimator, establishing a
lower bound on the true ranking utility. We then demonstrate that optimizing this lower
bound ensures safety, i.e., the resulting ranking policy after optimizing the lower bound
is no worse than the current production policy. In practice, this property is useful when
click data is scarce, mitigating the risk of deploying potentially harmful policies, thereby
ensuring safe deployment.

The safety method presented in this chapter depends on the assumed user model
(position-based click model), and relies on the assumption that user interaction data will
follow the click model. In settings where user interactions do not follow the assumed
user model, the safety guarantees will not hold. In the next chapter, we will discuss a
method that guarantees safety even under adversarial user behavior settings.
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Practical and Robust Safety Guarantees
for Advanced Counterfactual
Learning-to-Rank

In Chapter 2, we presented a safe counterfactual LTR method that guarantees safe
deployment by optimizing a lower confidence bound on the true ranking utility. By
optimizing the lower confidence bound on the true ranking utility via exposure-based
risk minimization, is it guaranteed that the new ranking policy will be at least as good
as the production/logging ranking policy. However, these safety guarantees depend
critically on assumptions regarding user behavior, i.e., the assumed click model. If the
user behavior deviates from the assumed click model, the safety guarantees will be
invalidated; which motivates the following research question:

RQ2 Can we provide robust safety guarantees for counterfactual LTR policies even
under adversarial user behavior settings?

In this chapter, we introduce PRPO, a novel safe deployment method ensuring safety for
counterfactual LTR without reliance on user behavior assumptions, guaranteeing robust
safety even under adversarial conditions. Further, we extend the safety guarantees from
position-based click model and IPS estimator introduced in Chapter 3 to trust-bias click
model [4, 152] and doubly robust counterfactual estimator [107].

3.1 Introduction

CLTR [51, 78, 103, 157] concerns the optimization of ranking systems based on user
interaction data using LTR methods [91]. A main advantage of CLTR is that it does not
require manual relevance labels, which are costly to produce [21, 116] and often do not
align with actual user preferences [132]. Nevertheless, CLTR also brings significant
challenges since user interactions only provide a heavily biased form of implicit feed-
back [51]. User clicks are affected by many different factors, for example, the position
at which an item is displayed in a ranking [30, 158]. Thus, click frequencies provide

This chapter was published as [53].
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a biased indication of relevance, that is often more representative of how an item was
displayed than actual user preferences [4, 157].

To correct for this bias, early CLTR applied IPS, which weights clicks inversely to
the estimated effect of position bias [78, 157]. Later work expanded this approach to
correct for other forms of bias, e.g., item-selection bias [108, 112] and trust bias [4, 152],
and more advanced doubly robust (DR) estimation [107]. Using these methods, standard
CLTR aims to create an unbiased estimate of relevance (or user preference) from click
frequencies. In other words, their goal is to output an estimate per document with an
expected value that is equal to their relevance.

However, unbiased estimates of CLTR have their limitations. Firstly, they assume a
model of user behavior and require an accurate estimate of this model. If the assumed
model is incorrect [108, 152] or its estimated parameters are inaccurate [78, 107], then
their unbiasedness is not guaranteed. Secondly, even when unbiased, the estimates are
subject to variance [106]. As a result, the actual estimated values are often erroneous,
especially when the available data is sparse [50, 107]. Accordingly, unbiased CLTR
does not guarantee that the ranking models it produces have optimal performance [106].

Safe counterfactual learning to rank. There are risks involved in applying CLTR in
practice. In particular, there is a substantial risk that a learned ranking model is deployed
that degrades performance compared to the previous production system [50, 63, 109].
This can have negative consequences to important business metrics, making CLTR less
attractive to practitioners. To remedy this issue, a safe CLTR approach was proposed by
Gupta et al. [50]; see Chapter 2. Their approach builds on IPS-based CLTR and adds
exposure-based risk regularization, which keeps the learned model from deviating too
much from a given safe model. Thereby, under the assumption of a position-biased user
model, the safe CLTR approach can guarantee an upper bound on the probability of the
model being worse than the safe model.

Limitations of the current safe CLTR method. Whilst safe CLTR is an important
contribution to the field, it has two severe limitations — both are addressed by this
chapter. Firstly, the existing approach is only applicable to IPS estimation, which is no
longer the state-of-the-art in the field [51], and it assumes a rank-based position bias
model [30, 157], the most basic user behavior model in the field. Secondly, because its
guarantees rely on assumptions about user behavior, it can only provide a conditional
notion of safety. Moreover, since user behavior can be extremely heterogeneous, it
is unclear whether a practitioner could even determine whether the safety guarantees
would apply to their application.

Main contributions. Our first contribution in this chapter addresses the mismatch
between the existing safe CLTR approach and recent advances in CLTR. We propose
a novel generalization of the exposure-based regularization term that provides safety
guarantees for both IPS and DR estimation, also under more complex models of user
behavior that cover both position and trust bias. Our experimental results show that our
novel method reaches higher levels of performance significantly faster, while avoiding
any notable decreases of performance. This is especially beneficial since DR is known
to have detrimental performance when very little data is available [107].

Our second contribution in this chapter provides an unconditional notion of safety.
We take inspiration from advances in reinforcement learning (RL) [89, 117, 137, 160,
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161] and propose the novel proximal ranking policy optimization (PRPO) method.
PRPO removes incentives for LTR methods to rank documents too much higher than a
given safe ranking model would. Thereby, PRPO imposes a limit on the performance
difference between a learned model and a safe model, in terms of standard ranking met-
rics. Importantly, PRPO is easily applicable to any gradient-descent-based LTR method,
and makes no assumptions about user behavior. In our experiments, PRPO prevents
any notable decrease in performance even under extremely adversarial circumstances,
where other methods fail. Therefore, we believe PRPO is the first unconditionally safe
LTR method.

Together, our contributions in this chapter bring important advances to the theory
of safe CLTR, by proposing a significant generalization of the existing approach with
theoretical guarantees, and the practical appeal of CLTR, with the first robustly safe
LTR method: PRPO. All source code to reproduce our experimental results is available
at: https://github.com/shashankg7/cikm-safeultr.

3.2 Related Work

Counterfactual learning to rank. Joachims et al. [78] introduced the first method
for CLTR, a LTR specific adaptation of IPS from the bandit literature [48, 49, 52, 77,
127, 148] to correct for position bias. They weight each user interaction according to
the inverse of its examination probability, i.e., its inverse propensity, during learning to
correct for the position bias in the logged data. This weighting will remove the effect of
position bias from the final ranking policy. Oosterhuis and de Rijke [108] extended this
method for the top- K ranking setting with item-selection bias, where any item placed
outside the top-K positions gets zero exposure probability, i.e., an extreme form of
position bias. They proposed a policy-aware propensity estimator, where the propensity
weights used in IPS are conditioned on the logging policy used to collect the data.
Agarwal et al. [4] introduced an extension of IPS, known as Bayes-IPS, to correct
for trust bias, an extension of position-bias, with false-positive clicks at the higher
ranks, because of the users’ trust in the search engine. Vardasbi et al. [152] proved
that Bayes-IPS cannot correct for trust bias and introduced an affine-correction method
and unbiased estimator. Oosterhuis and de Rijke [110] combined the affine-correction
with a policy-aware propensity estimator to correct for trust bias and item-selection
bias simultaneously. Recently, Oosterhuis [107] introduced a DR-estimator for CLTR,
which combines the existing IPS-estimator with a regression model to overcome some
of the challenges with the IPS-estimator. The proposed DR-estimator corrects for
item-selection and trust biases, with lower variance and improved sample complexity.

Safe policy learning from user interactions. In the context of offline evaluation
for contextual bandits, Thomas et al. [149] introduced a high-confidence off-policy
evaluation framework. A confidence interval is defined around the empirical off-policy
estimates, and there is a high probability that the true utility can be found in the
interval. Jagerman et al. [63] extended this framework for safe deployment in the
contextual bandit learning setup. The authors introduce a SEA method that selects
with high confidence between a safe behavior policy and the newly learned policy.
In the context of LTR, Oosterhuis and de Rijke [109] introduced the generalization
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and specialization (GENSPEC) method, which safely selects between a feature-based
and tabular LTR model. For off-policy learning, Swaminathan and Joachims [148]
introduced a CRM framework for the contextual bandit setup. They modify the IPS
objective for bandits to include a regularization term, which explicitly controls for the
variance of the IPS-estimator during learning, thereby overcoming some of the problems
with the high-variance of IPS. Wu and Wang [165] extended the CRM framework by
using a risk regularization, which penalizes mismatches in the action probabilities under
the new policy and the behavior policy. In the previous chapter (Chapter 2) we made
this general safe deployment framework effective in the LTR setting. We proposed
an exposure-based risk regularization method where the difference in the document
exposure distribution under the new and logging policies is penalized. When click data
is limited, risk regularization ensures that the performance of the new policy is similar
to the logging policy, ensuring safety.

To the best of our knowledge, the methodology proposed in Chapter 2 is the only
method for safe policy learning in the LTR setting. While it guarantees safe ranking
policy optimization, it has two main limitations:

(1) Itis only applicable to the IPS estimator; and

(i1) Itis only applicable under the position-based click model assumption, the most
basic click model in the CLTR literature [51, 78, 103].

Proximal policy optimization. In the broader context of RL, proximal policy opti-
mization (PPO) was introduced as a policy gradient method for training RL agents
to maximize long-term rewards [89, 117, 137, 160, 161]. PPO clips the importance
sampling ratio of action probability under the new policy and the current behavior policy,
and thereby, it prevents the new policy to deviate from the behavior policy by more than
a certain margin. PPO is not directly applicable to LTR, for the same reasons that the
CRM framework is not: the combinatorial action space of LTR leads to extremely small
propensities that PPO cannot effectively manage [50].

3.3 Background

3.3.1 Learning to rank

The goal in LTR is to find a ranking policy (7) that optimizes a given ranking metric [91].
Formally, given a set of documents (D), a distribution of queries (), and the true

relevance function (P(R = 1 | d)), LTR aims to maximize the following utility
function:
Um)=>_ Plq|Q) > w(d|r) P(R=1]d), 3.1)
9€Q deD

where w(d | ) is the weight of the document for a given policy 7. The weight can
be set accordingly to optimize for a given ranking objective, for example, setting the
weight to:

wpea(d | q,7) = Eyn(.jq) [(logy(rank(d | y) + 1)) 7], (3.2)
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optimizes discounted cumulative gain (DCG) [65]. For this chapter, we aim to optimize
the expected number of clicks, so we set the weight accordingly [50, 107, 169].

3.3.2 Assumptions about user click behavior

The optimization of the true utility function (Eq. 3.1) requires access to the document
relevance (P(R = 1 | d)). In the CLTR setting, the relevances of documents are not
available, and instead, click interaction data is used to estimate them [78, 103, 157].
However, naively using clicks to optimize a ranking system can lead to sub-optimal
ranking policies, as clicks are a biased indicator of relevance [28, 30, 76, 78]. CLTR
work with theoretical guarantees starts by assuming a model of user behavior. The
earliest CLTR works [78, 157] assume a basic model originally proposed by Craswell
et al. [30]:

Assumption 3.3.1 (The rank-based position bias model). The probability of a click on
document d at position k is the product of the rank-based examination probability and
document relevance:

P(C=1|dk)=P(E=1|kPR=1|d) =ayP(R=1]d). (3.3)

Later work has proposed more complex user models to build on [51]. Relevant to our
work is the model proposed by Agarwal et al. [4], and its re-formulation by Vardasbi
et al. [152]; it is a generalization of the above model to include a form of trust bias:

Assumption 3.3.2 (The trust bias model). The probability of a click on document d at
position k is an affine transformation of the relevance probability of d in the form:

P(C=1]|dk)=apP(R=1]|d)+ B, (3.4)
where V&, oy, € [0,1] A By, € [0,1] A (o + Br) € [0,1].

Whilst it is named after trust bias, this model actually captures three forms of bias that
were traditionally categorized separately: rank-based position bias, item-selection bias,
and trust bias. Position bias was originally approached as the probability that a user
would examine an item, which would decrease at lower positions in the ranking [30, 78,
157, 158]. In the trust bias model, this effect can be captured by decreasing ay, + 5y,
as k increases. Additionally, with Vk, 8;, = 0, the trust bias model is equivalent to the
rank-based position bias model. Item-selection bias refers to users being unable to see
documents outside a top-K, where they receive zero probability of being examined
or interacted with [108]. This can be captured by the trust bias model by setting
ar + Br = 0 when k£ > K. Lastly, the key characteristic of trust bias is that users are
more likely to click on non-relevant items when they are near the top of the ranking [4].
This can be captured by the model by making ), larger as k decreases [152]. Thereby,
the trust bias model is in fact a generalization of most of the user models assumed by
earlier work [51, 110]. The following works all assume models that fit Assumption 3.3.2:
[3, 4,50, 107-110, 112, 152, 157, 158].
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3.3.3 Counterfactual learning to rank

This section details the policy-aware inverse propensity scoring (IPS) estimator pro-
posed by Oosterhuis and de Rijke [108] and the doubly robust (DR) estimator by
Oosterhuis [107].

First, let D be a set of logged interaction data: D = {q,;, Yi, Ci }il where each of
the N interactions consists of a query ¢;, a displayed ranking y;, and click feedback
c¢i(d) € {0,1} that indicates whether the user clicked on the document d or not. Both
policies use propensities that are the expected a values for each document:

po(d | 4i,70) = Eymmo(an) [Ok(a)] = pio(d). (3.5)

Similarly, to keep our notation short, we also use w(d | ¢;,7) = w;(d). Next, the
policy-aware IPS estimator is defined as:

UIPS =N Z Z

i— 1der“)

(3.6)

Oosterhuis and de Rijke [108] prove that under the rank-based position bias model (As-
sumption 3.3.1) and when ¥(i, d), p; o (d) > 0, this estimator is unbiased: E[Ujps(7)] =
U(m).

The DR estimator improves over the policy-aware IPS estimator in terms of assum-
ing the more general trust bias model (Assumption 3.3.2) and having lower variance.
Oosterhuis [107] proposes the usage of the following w values for the policy 7:

w(d | gis ™) = Eyn(gs) [0k(a) + Bray] = wi(d), (3.7

since with these values U (Eq. 3.1) becomes the number of expected clicks on relevant
items under the trust bias model; U = (o + Sk )P(R=1|d,q) = P(C=1,R=1|
k,d, q). We follow this approach and define the w values for the logging policy 7 as:

wo(d | 4i,70) = Eymmo(as) [Qh(a) + Br(a)] = wio(d). (3.8)

The DR estimator uses predicted relevances in its estimation, i.e., using predictions
from a regression model. Let R;(d) ~ P(R =1 d, ¢;) indicate a predicted relevance;
then the utility according to these predictions is:

Upm(m) = % Z > wi(d)Ri(d). 3.9)

The DR estimator starts with this predicted utility and adds an IPS-based correction to
remove its bias:

UDR(W) UDM + 7 Z Z wl ( — O, (d)R ( ) - Bk,;(d)) . (3.10)

Thereby, the corrections of the IPS part of the DR estimator will be smaller if the
predicted relevances are more accurate. Qosterhuis [107] proves that under the as-
sumption of the trust bias model (Assumption 3.3.2), the DR estimator is unbiased
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when Y(i,d), p;o(d) > 0V Ri(d) = P(R = 1 | d,q;) and has less variance if
0 < R;(d) < 2P(R = 1] d, ¢;). The author also shows that the DR estimator needs
less data to reach the same level of ranking performance as IPS, with especially large
improvements when applied to top- K rankings [107].

3.3.4 Safety in counterfactual learning to rank

IPS-based CLTR methods, despite their unbiasedness and consistency, suffer from the
problem of high-variance [51, 78, 107]. Specifically, if the logged click data is limited,
training an IPS-based method can lead to an unreliable and unsafe ranking policy [50].
The problem of safe policy learning is well-studied in the bandit literature [63, 148, 149,
165]. Swaminathan and Joachims [148] proposed the first risk-aware off-policy learning
method for bandits, with their risk term quantified as the variance of the IPS-estimator.
Wu and Wang [165] proposed an alternative method for risk-aware off-policy learning,
where the risk is quantified using a Renyi divergence between the action distribution
of the new policy and the logging policy [123]. Thus, both consider it a risk for the
new policy to be too dissimilar to the logging policy, which is presumed safe. Whilst
effective at standard bandit problems, these risk-aware methods are not effective for
ranking tasks due to their enormous combinatorial action spaces and correspondingly
small propensities.

As a solution for CLTR, in Chapter 2 we introduced a risk-aware CLTR approach
that uses divergence based on the exposure distributions of policies. They first introduce
normalized propensities: p/(d) = p/Z, with a normalization factor Z based on K:

K
Z :ZP Z]Eyw k()] = Eymr [Z Qk(d) :Z Q. (3.11)
k=1

deD deD
Since p/(d) € [0,1] and )", p/(d) = 1, they can be treated as a probability distribution
that indicates how exposure is spread over documents. In Chapter 2, we use Renyi
divergence to quantify how dissimilar the new policy is from the logging policy:

, 2
ds(o | po) = E, lZ@a ) pz)(d)] , (3.12)

d

with the corresponding empirical estimate based on the log data (D) defined as:

2
dz(p|| po) = NZZ(/)ZO ) pio(d). (3.13)

Based on this divergence term, they propose the following risk-aware CLTR objective,
with parameter §:

max U[ps \/N d2 p || po) (314)

Thereby, the existing safe CLTR approach penalizes the optimization procedure from
learning ranking behavior that is too dissimilar from the logging policy in terms of
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the distribution of exposure. The weight of this penalty decreases as the number of
datapoints N increases, thus it maintains the same point of convergence as standard
IPS. Yet, initially when little data is available and the effect of variance is the greatest,
it forces the learned policy to be very similar to the safe logging policy. Gupta et al.
[50] prove that their objective bounds the real utility with a probability of 1 — 4:

P(U( ) > Utps \/N dgp”po \/N >>1—5. (3.15)

However, their proof of safety relies on the rank-based position bias model (Assump-
tion 3.3.1) and their approach is limited to the basic IPS estimator for CLTR.

3.3.5 Proximal policy optimization

In the more general reinforcement learning (RL) field, proximal policy optimization
(PPO) was introduced as a method to restrict a new policy 7 from deviating too much
from a previously rolled-out policy 7y [136, 137]. In contrast with the earlier discussed
methods, PPO does not make use of a divergence term but uses a simple clipping
operation in its optimization objective. Let s indicate a state, a an action and R a reward
function, the PPO loss is:

UPPOs,a,7,m9) = E {mm(;(&"‘?) R(a|s),g(e, Ral s)))] , (3.16)

where g creates a clipping threshold based on the sign of R(a | s):

_Ja+e)R(als) ifR(als)>0
g(e,R(als)) = {(1 —€¢)R(a|s) otherwise.

The clipping operation removes incentives for the optimization to let 7 deviate too much
from 7, since there are no further increases in U”7? when 7(a|s) > (1 + €)mo(a| s)
or m(a|s) < (1 — €)m(a|s), depending on the sign of R(a|s). Similar to the
previously discussed general methods, PPO is not effective when directly applied to the
CLTR setting due to the combinatorial action space and corresponding extremely small
propensities (for most a and s: mp(a | s) ~ 0).

(3.17)

3.4 Extending Safety to Advanced CLTR

In this section, we introduce our first contribution of this chapter: our extension of the
safe CLTR method to address trust bias and DR estimation.

3.4.1 Method: Safe doubly-robust CLTR

For the safe DR CLTR method, we extend the generalization bound from the existing
IPS estimator and position bias [50, Eq. 26] to the DR estimator and trust bias.
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Theorem 3.4.1. Given the true utility U(w) (Eq. 3.1) and its exposure-based DR
estimate UDR(ﬂ') (Eq. 3.10) of the ranking policy w with the logging policy my and
the metric weights w and wy (Eq. 3.7 and 3.8), assuming the trust bias click model
(Assumption 3.3.2), the following generalization bound holds with probability 1 — 6: !

P(U(w) > Upr(m) — (1+Ingx§—’;)( %(15;5) d (w]|wo)

A (5) =

Proof. For a proof, we refer to the appendix (Theorem 3.A.1). O

(3.18)

Given the novel generalization bound from Theorem 3.4.1, we define the safe DR CLTR
objective as follows:

. 27 /10~ -
max U () - (1—|—m}§LX Bk) \/N (Td)dg(wuwo), (3.19)

A

where da(w || wo) is defined analogously to Eq. 3.12. Note that we ignore the term

% (%}‘S), since it is constant with respect to the policy 7, and therefore can be

disregarded for optimization purposes. The objective optimizes the lower-bound on
the true utility function, through a linear combination of the empirical DR estimator
(UDR(W)) and the empirical risk regularization term (ds (w]|wp)). In a setting where
click data is limited, our safe DR objective will weight the risk regularization term
higher, and as a result, the objective ensures that the new policy stays close to the safe
logging policy. When a sufficiently high volume of click data is collected, and thus we
have higher confidence in the DR estimate, the objective falls back to its DR objective
counterpart.

For the choice of the ranking policy (7), we propose to optimize a stochastic ranking
policy 7 with a gradient descent-based method. For the gradient calculation, we refer to
previous work [50, 107, 169].

Conditions for safe DR CLTR. Finally, we note that besides the explicit assumption
that user behavior follows the trust bias model (Assumption 3.3.2), there is also an
important implicit assumption in this approach. Namely, the approach assumes that the
bias parameters (i.e., & and 3) are known, a common assumption in the CLTR litera-
ture [103, 107]. However, in practice, either of these assumptions could not hold, i.e.,
user behavior could not follow the trust bias model, or a model’s bias parameters could
be wrongly estimated. Additionally, in adversarial settings where clicks are intentionally
misleading or incorrectly logged [20, 93, 118], the user behavior assumptions do not
hold, and, the generalization bound of our DR CLTR is not guaranteed to hold. Thus,
whilst it is an important advancement over the existing safe CLTR method [50], our
approach is limited to only providing a conditional form of safety.

The following proof differs slightly from the original proof published in [53], as we overlooked an
additional constant term in the original paper.
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3.5 Method: Proximal Ranking Policy Optimization
(PRPO)

Inspired by the limitations of the method introduced in Section 3.4 and the PPO method
from the RL field (Section 3.2), we propose the first unconditionally safe CLTR method:
proximal ranking policy optimization (PRPO). Our novel PRPO method is designed for
practical safety by making no assumptions about user behavior. Thereby, it provides the
most robust safety guarantees for CLTR yet.

For safety, instead of relying on a high-confidence bound (e.g., Eq. 3.14 and 3.19),
PRPO guarantees safety by removing the incentive for the new policy to rank documents
too much higher than the safe logging policy. This is achieved by directly clipping the
ratio of the metric weights for a given query ¢; under the new policy w;(d), and the
logging policy (w; 0(d)), i.e., w“f(f‘g) to be bounded in a fixed predefined range: [e_, e ].
As a result, the PRPO objective provides no incentive for the new policy to produce
weights w; (d) outside of the range: e_ - w; o(d) < w;(d) < €4 - w; 0(d).

Before defining the PRPO objective, we first introduce a term 7(d|q) that represents
an unbiased DR relevance estimate, weighted by wy, for a single document-query pair
(cf. Eq. 3.10):

wo(d R
o ((dlg)) > (eld) — ana Rdl)) ~ Br)- (320

1€D:q;=q

r(d|q) = wo(dlg) R(dlg) +

For the sake of brevity, we drop 7 and 7y from the notation when their corresponding
value is clear from the context. This enables us to reformulate the DR estimator around
the ratios between the metric weights w and wy (cf. Eq. 3.10):

Upr(m) = Y Mr(d | q). (3.21)

Before defining the proposed PRPO objective, we first define the following clipping
function:

min(z,ey)-r r> 0,. (3.22)
max(z,e_)-r otherwise.

f(x,e_,q_,r) = {

Given the reformulated DR estimator (Eq. 3.21), and the clipping function (Eq. 3.22),
the PRPO objective can be defined as follows:

Uprpo () = f(w(dq),e_,q,r(d | q)). (3.23)

1.deD wo(d | q)

Figure 3.1 visualizes the effect the clipping of PRPO has on the optimization incentives.
We see how the clipped and unclipped weight ratios progress as documents are placed
on different ranks. The unclipped weights keep increasing as documents are moved
to the top of the ranking, when r > 1, or to the bottom, when r < 1. Consequently,
optimization with unclipped weight ratios aims to place these documents at the absolute
top or bottom positions. Conversely, the clipped weights do not increase beyond their
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Figure 3.1: Weight ratios in the clipped PRPO objective (solid lines) and the unclipped
counterparts (dashed lines), as documents are moved from four different original ranks.
Left: positive relevance, » = 1; right: negative relevance, r = —1; x-axis: new rank for
document; y-axis: unclipped weight ratios (dashed lines), 7 - w;(d) /w; o(d); and clipped
PRPO weight ratios (solid lines), f (w;(d) /wio(d),e— = 1.157 e, = 1.15,r = +1).
DCG metric weights used: w;(d) = log, (rank(d | ¢;, m) + 1)~ L.

clipping threshold, which for most document is reached before being placed at the very
top or bottom position. As a result, optimization with clipped weight ratios will not
push these documents beyond these points in the ranking. For example, when r» > 0, we
see that there is no incentive to place a document at higher than rank 6, if it was placed
at rank 8 by the logging policy. Similarly, placement higher than rank 4 leads to no gain
if the original rank was 6, and higher than rank 3 leads to no improvement gain from an
original rank of 4. Vice versa, when r < 0, each document has a rank, where placing
it lower than that rank brings no increase in clipped weight ratio. Importantly, this
behavior only depends on the metric and the logging policy; PRPO makes no further
assumptions.

Whilst the clipping of PRPO is intuitive, we can prove that it provides the following
formal form of unconditional safety:

Theorem 3.5.1. Let q be a query, w be metric weights, yo be a logging policy ranking,
and y*(e_, €4 ) be the ranking that optimizes the PRPO objective in Eq. 3.23. Assume
thatVd, € D,r(d | q) # 0. Then, for any A € Rx, there exist values for e_ and €
that guarantee that the difference between the utility of yo and y*(e_, €..) is bounded
by A:

VA€ R>g,3e_€ Rxg,e4€ Rxo |Ulyo) —U(y* (e, e4))| < A. (3.24)

Proof. A proof is given in Appendix 3.A.2. O

Adaptive clipping. Theorem 3.5.1 describes a very robust sense of safety, as it shows
PRPO can be used to prevent any given decrease in performance without assumptions.
However, it also reveals that this safety comes at a cost; PRPO prevents both decreases
and increases of performance. This is very common in safety approaches, as there is a
generally a tradeoff between risks and rewards [50]. Existing safety methods, such as

43



3. Safety Guarantees for Advanced Counterfactual Learning-to-Rank

the safe CLTR approach of Section 3.4, generally, loosen their safety measures as more
data becomes available, and the risk is expected to have decreased [149].

We propose a similar strategy for PRPO through adaptive clipping, where the effect
of clipping decreases as the number of datapoints IV increases. Specifically, we suggest
using a monotonically decreasing §(N) function such that limy_,o, 6(N) = 0. The €
parameters can then be obtained through the following transformation: e_ = §(N) and
€4 = %N). This leads to a clipping range of [6(IV), ﬁ], and in the limit: limy _, o, it
becomes: [0, oo]. In other words, as more data is gathered, the effect of PRPO clipping
eventually disappears, and the original objective is recovered. The exact choice of 6(N)
determines how quickly this happens.

Gradient ascent with PRPO and possible extensions. Finally, we consider how the
PRPO objective should be optimized. This turns out to be very straightforward when we
look at its gradient. The clipping function f (Eq. 3.22) has a simpler gradient involving
an indicator function on whether z is inside the bounded range:

Vof(ze—ep,r)=1[(r>0Az<er)V(r<O0Az>e_)|r (3.25)

Applying the chain rule to the PRPO objective (Eq. 3.23) reveals:

A w(dlq) w(d|q)
Vﬂ—UPRpo(ﬂ') = vﬂ— vﬂ—f ,E_, € 77‘(Cl|q) . (326)
quE:D[ wo(d|Q)} wo(dlg) "
grad. for single doc. indicator reward function

Thus, the gradient of PRPO simply takes the importance weighted metric gradient per
document, and multiplies it with the indicator function and reward. As a result, PRPO
is simple to combine with existing LTR algorithms, especially ones that use policy-
gradients [164], such as PL-Rank [104, 105] or StochasticRank [150]. For methods in
the family of LambdaRank [18, 19, 159], it is a matter of replacing the |]ADCG]| term
with an equivalent for the PRPO bounded metric.

Lastly, we note that whilst we introduced PRPO for DR estimation, it can be
extended to virtually any relevance estimation by choosing a different r; e.g., one can
easily adapt it for IPS [78, 110], or relevance estimates from a click model [28], etc. In
this sense, we argue PRPO can be seen as a framework for robust safety in LTR.

3.6 Experimental Setup

For our experiments, we follow the semi-synthetic experimental setup that is prevalent in
the CLTR literature [50, 107, 109, 152]. We make use of the three largest publicly avail-
able LTR datasets: Yahoo! Webscope [21], MSLR-WEB30k [115], and Istella [31]. The
datasets consist of queries, a preselected list of documents per query, query-document
feature vectors, and manually-graded relevance judgments for each query-document
pair.

Following [50, 107, 152], we train a production ranker on a 3% fraction of the
training queries and their corresponding relevance judgments. The goal is to simulate a
real-world setting where a ranker trained on manual judgments is deployed in production
and is used to collect click logs. The collected click logs can then be used for LTR. We
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Figure 3.2: Performance in terms of NDCG @5 of the IPS, DR and proposed safe DR
(6 = 0.95) and PRPO (6(N) = %0) methods for CLTR on Yahoo! Webscope and
MSLR-WEB30k datasets. The results are presented varying size of training data (/V),
with number of simulated queries varying from 102 to 10°. Results are averaged over
10 runs; the shaded areas indicate 80% prediction intervals.

assume the production ranker is safe, given that it would serve live traffic in a real-world
setup.

We simulate a top-K ranking setup [108] where only K = 5 documents are
displayed to the user for a given query, and any document beyond that gets zero
exposure. To get the relevance probability, we apply the following transformation:
P(R=1]q,d) = 0.25-rel(q,d), where rel(q,d) € {0,1,2,3,4} is the relevance
judgment for the given query-document pair. We generate clicks based on the trust bias
click model (Assumption 3.3.2):

P(C=1]|q,dk)=a,P(R=1]q,d)+ B. (3.27)

The trust bias parameters are set based on the empirical observation in [4]: o =
[0.35,0.53,0.55,0.54, 0.52], and 8 = [0.65,0.26,0.15, 0.11, 0.08]. For CLTR training,
we only use the training and validation clicks generated via the click simulation process
(Eq. 3.27). To test the robustness of the safe CLTR methods in a setting where the click
model assumptions do not hold, we simulate an adversarial click model, where the user
clicks on the irrelevant document with a high probability and on a relevant document
with a low click probability. We define the adversarial click model as:

P(C=1]g,d k) =1— (PR =1]q,d)+B). (3.28)

Thereby, we simulate a maximally adversarial user who clicks on documents with a
click probability that is inversely correlated with the assumed trust bias model (Assump-
tion 3.3.2).

Further, we assume that the logging propensities have to be estimated. For the
logging propensities pg, and the logging metric weights (wg), we use a simple Monte
Carlo estimate [50]:

N N
. 1 R 1
po(d) = N E (@), Wo(d) = N 21 (ki (@) + Bri(a))- (3.29)
=1y

1=1:y;~mo 1=1:y;~mo
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Figure 3.3: Performance in terms of NDCG @35 of the IPS, DR and proposed safe DR
(6 = 0.95) and PRPO (06(N) = %) methods for CLTR on the Istella dataset. The
results are presented varying size of training data (), with number of simulated queries
varying from 102 to 10°. Results are averaged over 10 runs; the shaded areas indicate
80% prediction intervals.

For the learned policies (), we optimize PL ranking models [104] using the RE-
INFORCE policy-gradient method [50, 169]. We perform clipping on the logging
propensities (Eq. 3.5) only for the training clicks and not for the validation set. Follow-
ing previous work, we set the clipping parameter to 10/v/N [50, 110]. We do not apply
the clipping operation for the logging metric weights (Eq. 3.8). To prevent overfitting,
we apply early stopping based on the validation clicks. For variance reduction, we
follow [50, 169] and use the average reward per query as a control-variate.

As our evaluation metric, we compute the NDCG @5 metric using the relevance
judgments on the test split of each dataset [65]. Finally, the following methods are
included in our comparisons:

(i) IPS. The IPS estimator with affine correction [110, 152] for CLTR with trust bias
(Eq. 3.6).

(i) Doubly Robust. The DR estimator for CLTR with trust bias (Eq. 3.10). This is
the most important baseline for this chapter, given that the DR estimator is the
state-of-the-art CLTR method [107].

(ii1) Safe DR. Our proposed safe DR CLTR method (Eq. 3.19), which relies on the
trust bias assumption (Assumption 3.3.2).

(iv) PRPO. Our proposed proximal ranking policy optimization (PRPO) method for
safe DR CLTR (Eq. 3.23).

(v) Skyline. LTR method trained on the true relevance labels. Given that it is trained
on the real relevance signal, the skyline performance is the upper bound on any
CLTR methods performance.
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Figure 3.4: Performance of the safe DR and PRPO with varying safety parameter (&)
on Yahoo! Webscope and MSLR-WEB30k datasets. Top row: sensitivity analysis of
PRPO with varying clipping parameter (d) over varying dataset sizes N. Bottom row:
sensitivity analysis for the safe DR method with varying safety confidence parameter
(6). Results are averaged over 10 runs; shaded areas indicate 80% prediction intervals.

Comparision with baseline methods. Figure 3.2 and 3.3 present the main results with
different CLTR estimators with varying amounts of simulated click data. Amongst
the baselines, we see that the DR estimator converges to the skyline much faster than
the IPS estimator. The IPS estimator fails to reach the optimal performance even after
training on 10 clicks, suggesting that it suffers from a high-variance problem. This
aligns with the findings in [107]. As to safety, when the click data is limited (N < 105),
the DR estimator performs much worse than the logging policy, i.e., it exhibits unsafe
behavior, which can lead to a negative user experience if deployed online. A likely
explanation is that when click data is limited, the regression estimates (R(d), Eq. 3.10)
have high errors, resulting in a large performance degradation, compared to IPS.

Our proposed safety methods, safe DR and PRPO, reach the performance of the
logging policy within ~500 queries on all datasets. For the safe DR method, we set the
confidence parameter § = 0.95. For the PRPO method, we set §(N) = %. On the
MSLR and the ISTELLA dataset, we see that PRPO reaches logging policy performance
with almost 103 fewer queries than the DR method. Thus, our proposed methods, safe
DR and PRPO, can be safely deployed, and avoid the initial period of bad performance
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Figure 3.5: Performance of the safe DR and PRPO with varying safety parameter ()
on ISTELLA dataset. Top row: sensitivity analysis of PRPO with varying clipping
parameter (&) over varying dataset sizes INV. Bottom row: sensitivity analysis for the
safe DR method with varying safety confidence parameter (). Results are averaged
over 10 runs; shaded areas indicate 80% prediction intervals.

of DR, whilst providing the same state-of-the-art performance at convergence.

Sensitivity analysis of the safety parameter. To understand the tradeoff between
safety and utility, we performed a sensitivity analysis by varying the safety parameter
(6) for the safe DR method and PRPO. The top rows of Figure 3.4 and 3.5 show us the
performance of the PRPO method with different choices of the clipping parameter ¢
as a function of dataset size (V). We report results with the setting of the § parameter,
which results in different clipping widths. For the setting § = % and § = %, the
clipping range width grows linearly with the dataset size /N. Hence, the resulting policy

is safer at the start but converges to the DR estimator when N increases. With § = %,
the clipping range is wider at the start. As a result, it is more unsafe than when § = TO,

which is the safest amongst all. For the case where the range grows logarithmically
6= m), the method is more conservative throughout, i.e., it is closer to the logging
policy since the clipping window grows only logarithmically with N. For the extreme
case where the clipping range is a constant (§ = 1), PRPO avoids any change w.r.t. the
logging policy, and as a result, it sticks closely to the logging policy.

The bottom rows of Figure 3.4 and 3.5 show the performance of the safe DR method
with varying confidence parameter values (). Due to the nature of the generalization
bound (Eq. 3.19), the confidence parameter is restricted to: 0 < § < 1. We vary the
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Figure 3.6: Performance of the proposed safe DR and PRPO with the adversarial click
model on the Yahoo! and MSLR datasets. Top: sensitivity analysis results for the PRPO
method with varying clipping parameter (). Bottom: sensitivity analysis for the safe
DR method with varying safety confidence parameter (9). Results are averaged over 10
independent runs; the shaded areas indicate 80% prediction intervals.

confidence parameters in the range § € {0.01,0.1,0.45,0.95}. We note that a lower ¢
value results in higher safety, and vice-versa. Until N < 10°, there is no noticeable
difference in performance. For the Yahoo! Webscope dataset, almost all settings result in
a similar performance. For the MSLR and ISTELLA datasets, when N < 105, a lower
¢ value results in a more conservative policy, i.e., a policy closer to the logging policy.
However, the performance difference with different setups is less drastic than with the
PRPO method. Thus, we note that the safe DR method is less flexible in comparison to
PRPO.

Therefore, compared to our safe DR method, we conclude that our PRPO method
provides practitioners with greater flexibility and control when deciding between safety
and utility.

Robustness analysis using an adversarial click model. To verify our initial claim
that our proposed PRPO method provides safety guarantees unconditionally, we report
results with clicks simulated via the adversarial click model (Eq. 3.28). With the
adversarial click setup, the initial user behavior assumptions (Assumption 3.3.2) do not
hold. The top rows of Figure 3.6 and 3.7 show the performance of the PRPO method
with different safety parameters when applied to the data collected via the adversarial
click model. We vary the § parameter for PRPO in the range {0.25,0.5,0.65, 1.0}, e.g.,
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Figure 3.7: Performance of the proposed safe DR and PRPO with the adversarial click
model on the ISTELLA dataset. Top: sensitivity analysis results for the PRPO method
with varying clipping parameter (J). Bottom: sensitivity analysis for the safe DR
method with varying safety confidence parameter (§). Results are averaged over 10
independent runs; the shaded areas indicate 80% prediction intervals.

6 = 0.5 results in e_ = 0.5 and €, = 2. With the constant clipping range (6 = 1), we
notice that after ~400 queries, the PRPO methods performance never drops below the
safe logging policy performance. For greater values of 0, there are drops in performance
but they are all bounded. For the Yahoo! Webscope dataset, the maximum drop in the
performance is ~12%; for the MSLR30K dataset, the maximum performance drop is
~10%; and finally, for the Istella dataset, the maximum drop is ~20%. Clearly, these
observations show that PRPO provides robust safety guarantees, that are reliable even
when user behavior assumptions are wrong.

In contrast, the generalization bound of our safe DR method (Theorem 3.4.1) holds
only when the user behavior assumptions are true. This is not the case in the bottom
rows of Figure 3.6 and 3.7, which show the performance of the safe DR method under
the adversarial click model. Even with the setting where the safety parameters have
a high weight (§ = 0.01), as the click data size increases, the performance drops
drastically. Regardless of the exact choice of ¢, the effect of the regularization of safe
DR disappears as [V grows, thus in this adversarial setting, it is only a matter of time
before the performance of safe DR degrades dramatically.
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3.8 Conclusion

In this chapter, we have introduced the first safe CLTR method that uses state-of-the-art
DR estimation and corrects trust bias. This is a significant extension of the existing safety
method for CLTR that was restricted to position bias and IPS estimation. However, in
spite of the importance of this extended safe CLTR approach, it heavily relies on user
behavior assumptions. We argue that this means it only provides a conditional concept
of safety, that may not apply to real-world settings. To address this limitation, we have
made a second contribution: the proximal ranking policy optimization (PRPO) method.
PRPO is the first LTR method that provides unconditional safety, that is applicable
regardless of user behavior. It does so by removing incentives to stray too far away from
a safe ranking policy. Our experimental results show that even in the extreme case of
adversarial user behavior PRPO results in safe ranking behavior, unlike existing safe
CLTR approaches.

PRPO easily works with existing LTR algorithms and relevance estimation tech-
niques. We believe it provides a flexible and generic framework that enables practitioners
to apply the state-of-the-art CLTR method with strong and robust safety guarantees.
Future work may apply the proposed safety methods to exposure-based ranking fair-
ness [104, 169] and to safe online LTR [110].

In this chapter, we answer the broad research question (RQ2) in affirmative. We
introduce PRPO, a novel safe counterfactual LTR method that does not rely on any user
behavior assumptions with robust safety guarantees, even under adversarial conditions.

So far, in the first part of the thesis, we have discussed safe deployment strategies
for contextual bandits with combinatorial action space — for example, ranking for web
search. In the second part of the thesis, we will switch the discussion to contextual
bandits for traditional single-action recommender systems.
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Appendices

3.A Appendix: Extended Safety Proof

Lemma 3.A.1. Under the trust bias click model (Assumption 3.3.2), and given the trust
bias parameter oy, P, the regression model estimates Ry and click indicator ¢(d), the
following holds:

Covy,c [C(d) — Br(ays ak(d)Rd} > 0. (3.30)
Proof. The covariance term can be rewritten as:
Covy,c [C(d) — Br(d) k(a) Rd}
=Ey. [(C(d) - Bk(d))ak(d)Rd} —Ey.c[c(d) — Bra)Ey [ak(d)f%d}
=Ry (]Ey,c le(d)o(a)] — Ey [Br(aynay] — Ra po(d)Q), (3.31)

where use po(d) = Ey . [ay@a)] and Ey . [(ci(d) — By, (a))/po(d)] = Rq [107]. Ex-
panding the first expectation term in the expression:

E [C(d)ak(d)] = Z 7To<y)ak(d)P(C =1 ‘ d, y)

y,c

YE™o
= Z To(y)ok(a) - (k@) Ra + Bi(a)) = RaEy [ai@] +Ey [k (a) Bra) ]
YyEmo
= Z mo(y) {ai(d)Rd + ak(d)ﬂk(d)], (3.32)
YyEMmo

where we substitute click model equation P(C' =1 | d,y) (Eq. 3.10). Substituting it
back in Eq. 3.31, we get:
5 2
Covy . [C(d) = Br(ays ak(dﬂd} = R4E, {aiu)} — R Ey [og(a)]
2
Ra(Ey|0})| — Eyor@]”) = RaVar,fox(d)] > 0. O

3.A.1 Proof of Theorem 3.4.1

Theorem 3.4.1. Given the true utility U(m) (Eq. 3.1) and its exposure-based DR
estimate ﬁDR(W) (Eq. 3.10) of the ranking policy w with the logging policy Ty and
the metric weights w and wy (Eq. 3.7 and 3.8), assuming the trust bias click model
(Assumption 3.3.2), the following generalization bound holds with probability 1 — 6.2

P(U(ﬂ) > Upa(r) — (14+max ) ( %(%5) d (w]|wo)

V() =

2The following proof differs slightly from the original proof published in [53], as we overlooked an
additional constant term in the original paper.

(3.33)
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Proof. As per Cantelli’s inequality [42], the following inequality must hold with proba-
bility 1 — §:

N 1—9 N
U(r) > Upr(r) — \/ ——Var.c [UDR(W)}. (3.34)

Following a similar approach as previous works [50, 165], we look for an upper-bound
on the variance of the DR estimator. From the definition of UDR(W) (Eq. 2.6) and the
assumption that queries ¢ are i.i.d, the variance of the counterfactual estimator can be
expanded by applying the law of total variance as follows:

Vargy .. [UDR(w)]:% (Bo [ Vary o [Oor(m) | a] |+ Var, [B, o [Oor(r) 1 ]]). 3:35)

The second term (variance over queries) can be expanded as follows:

Vg . [Oon (7)1 1] = B4 By [Oon(m) 1 4] | = B4 B[Ot ]|

~ 2
<E,|E,. {UDR(W) | q} ] (3.36)
=E,|[U(r) | ¢’ (3.37)
<1

where in the second step, we use the unbiasedness property of the doubly robust
estimator [107, Eq. 37], and used the fact that the true utility is non-zero, i.e. U(w) > 0.
In the last step, we made use of the fact that the true utility is bounded, and is upper
bounded by 1 (safe to assume if the utility is normalized, for ex: normalized discounted
cumulative gain, or click-through rate.), which results in the following bound for the
doubly-robust variance:

Var%y,c[UDR(w)} < %(Eq {Vary’c [UDR(W) | q” n 1). (3.38)

Now, focusing on the first part of the doubly-robust variance, from the definition
of Upr(w) (Eq. 3.10), the variance of the DR estimator (for a single query) can be
expressed as the variance of the second term (Eq. 3.10):

1
N

w(d)

Var —
deD po(d)

a.
y,c

Vary . [UDR(W)}

(C(d)—ak(d)é(d)—ﬁk(d))] : (3.39)

Using Assumption 3.3.2 and assuming that document examinations are independent
from each other [50], we rewrite further:

. w(d ~
] - £ 280

(3.40)
= ( w(d) >2Var [c(d) = Bra) — ak(d)}?(d)} .

deDyg pold) ) we
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The total variance can be split into the following:
Vary, . [C(d) = Bra) — ak(d)Ri(d)} = Vary . [ak(d)]%(d)} (3.41)
+ Vary,o [e(d) = Br(a)] — 2Covye [e(d) = Brays axa R(d) |-
Using Lemma 3.A.1, we upper-bound the total variance term to:
Vary . [C(d) = Br(ay — ak(d)R(d)}
< Vary . {ak(d)ﬁ(d)} + Vary . [c(d) — Bi(ay]- (3.42)

Next, we consider the two variance terms separately; with the variance of the first term
following:

Var | ()] = Var [ag(@] B(d)? < Ey.c |02 0] < By,

where we make use of the fact that Rfl <l,and @ € [0,1] — a% < . Next, we
consider the second term:

Vary,c [e(d) = Bra)] < Eye {(C(d) - 6k<d>)2] (3.43)
= Eyo|eld)? + B — 26(d)Bega)| < Eyele(@)] + By [Bca)

since ¢(d)? = c(d), B} < Br, and Ey . [c(d)By(a)] = 0. Substituting the click probabil-
ities with Eq. 3.4, we get:

Ey cle(d)] + Eyc[Bra)] = By clan@) P(R = 1]d) + 2Ey ¢ [Bra)]
< By [an@] + 2Ey[Bra), (3.44)

where we use the fact that P(R = 1 | d) < 1. Putting together the bounds on both parts
of Eq. 3.42, we have:

Vary7c |:C(d) - ﬁk(d) - ak:(d)R(d):| < ZWO(d)a (3.45)

where wo(d) = E, [ak(d)] +E, [ﬁk(d)]. Substituting the final variance upper bound in
Eq. 3.40, we get:

w(d A
tr| 5 0 - vt - )
w(d) \?
= Zdqu(Po(d)> “old)
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ap (o) e

deD,

where we multiply and divide by wo(d)? in the third step. Finally, we make use of the

fact: ‘;g((j)) < maxy, “;z((j; < 1+ maxy 5—’;, and put everything back together:
A B\’ w'(d) )?
/
N - Var, . [UDR(T")} <27 (1 +max Oék) E (wé(d)) wy(d)
deD
B\’
=27 (1 + max ) da(w || wo). (3.47)
kg

where da(w || wp) is the Renyi divergence between the normalized expected exposure
w'(d) and wj(d) (cf. Eq. 3.12). Next, we replace the variance with the Renyi divergence-
based term, and substituting back into the upper-bound on variance in Eq. 3.34 results
in the following:

U(r) > Upr(m) = (1+max 22) (/22 (152) dy (wllwo) + & (152)) > 1-4. (3.48)

g

By applying the Cauchy—Schwarz inequality, we get:

U(m) 2 Uor(m)— (1-+max £6) ({22 (352) dy (wllwo) /3 (552)) 2 1-0. (3.49)

ap

This completes the proof. O

3.A.2 Proof of Theorem 3.5.1

Proof. Given a logging policy ranking ¥, a user defined metric weight w, and non-zero
r(d | q), for the choice of the clipping parameters e = e, = 1, the ranking y*(e_, e)
that maximizes the PRPO objective (Eq. 3.23) will be the same as the logging ranking
Yo, 1.e. y*(e—,€e+) = yo. This is trivial to prove since any change in ranking can
only lead in a decrease in the clipped ratio weights, and thus, a decrease in the PRPO
objective. Therefore, y*(e— = 1,e; = 1) = yo when e_ = e, = 1. Accordingly:
|U(y0) — U(y* (e~ = 1,e4 = 1))| = 0 directly implies Eq. 3.24. This completes our
proof. O

Whilst the above proof is performed in the extreme case where e_ = e = 1 and the
optimal ranking has the same utility as the logging policy ranking, other choices of e_
and e bound the difference in utility to a lesser degree and allow for more deviation.
As our experimental results show, the power of PRPO is that it gives practitioners direct
control over this maximum deviation.
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Optimal Baseline Corrections for
Off-policy Contextual Bandits

So far, the first part of this thesis has examined contextual bandits with combinatorial
action spaces — for example, web-search ranking and slate recommendation. The second
part shifts attention to contextual bandits that select a single action, such as top-1
recommendations or reinforcement-learning-based fine-tuning of foundation models.
This chapter zooms in on the top-1 recommendation case.

Our aim is to increase sample efficiency in off-policy evaluation and learning from
logged user interactions. Although inverse propensity scoring (IPS) is unbiased in ex-
pectation, it suffers from high variance [50, 127]. Variance-reduction techniques — most
notably the doubly robust (DR) estimator [107] and self-normalized IPS (SNIPS) [147]
— mitigate this problem through additive and multiplicative baseline corrections, respec-
tively [79, 147]. Yet, the literature still lacks a unifying lens on these approaches, which
motivates the following research question:

RQ3 Can we unify variance reduction techniques using baseline corrections and a
doubly robust estimator under a common framework?

To address RQ3, we introduce the 5-IPS estimator, which places IPS, DR, and SNIPS
inside a single baseline-correction framework. This, in turn, raises a second question:

RQ4 Given a unified framework for variance reduction techniques under baseline
corrections, can we derive a variance-optimal unbiased estimator?

Within the unified 5-IPS framework, we ask whether a variance-optimal baseline 5* can
be derived analytically. In the latter part of this chapter we show that it can, presenting
a closed-form expression for 5* that minimizes variance for both off-policy evaluation
and learning.

4.1 Introduction & Motivation

Recommender systems have undergone a paradigm shift in the last few decades, moving
their focus from rating prediction in the days of the Netflix Prize [12], to item prediction

This chapter was published as [52].
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from implicit feedback [122] and ranking applications gaining practical importance [74,
142]. Recently, work that applies ideas from the algorithmic decision-making literature
to recommendation problems has become more prominent [51, 72, 126, 153]. While
this line of research is not inherently new [87, 139], methods based on contextual
bandits (or reinforcement learning by extension) have now become widespread in
the recommendation field [11, 16, 69, 99, 100, 145, 171]. The off-policy setting is
particularly attractive for practitioners [151], as it allows models to be trained and
evaluated in an offline manner [25-27, 34, 48-50, 53, 68, 70, 71, 92, 97]. Indeed,
methods exist to obtain unbiased offline estimators of online reward metrics, which can
then be optimized directly [66].

Research at the forefront of this area typically aims to find Pareto-optimal solutions
to the bias-variance trade-off that arises when choosing an estimator: reducing vari-
ance by accepting a small bias [62, 144], by introducing control variates [35, 147], or
both [143]. Control variates are especially attractive as they (asymptotically) preserve
the unbiasedness of the widespread inverse propensity scoring (IPS) estimator. Additive
control variates give rise to baseline corrections [43], regression adjustments [40], and
doubly robust estimators [35]. Multiplicative control variates lead to self-normalised
estimators [81, 147]. Previous work has proven that for off-policy learning tasks,
the multiplicative control variates can be re-framed using an equivalent additive vari-
ate [17, 79], enabling mini-batch optimization methods to be used. We note that the
self-normalised estimator is only asymprotically unbiased: a clear disadvantage for
evaluation with finite samples. The common problem which most existing methods
tackle is that of variance reduction in offline value estimation, either for learning or
for evaluation. The common solution is the application of a control variate, either
multiplicative or additive [113]. However, to the best of our knowledge, there is no
work that attempts to unify these methods. Our work in this chapter addresses this gap
by presenting these methods in a unifying framework of baseline corrections which, in
turn, allows us to find the optimal baseline correction for variance reduction.

In the context of off-policy learning, adding to the well-known equivalence between
reward-translation and self-normalisation described by Joachims et al. [79], we demon-
strate that the equivalence extends to baseline corrections, regression adjustments, and
doubly robust estimators with a constant reward model. Further, we derive a novel
baseline correction method for off-policy learning that minimizes the variance of the
gradient of the (unbiased) estimator. We further show that the baseline correction can
be estimated in a closed-form fashion, allowing for easy practical implementation.

In line with recent work on off-policy evaluation/learning for recommendation [68,
69, 73, 124, 130], we adopt an off-policy simulation environment to emulate real-
world recommendation scenarios, such as stochastic rewards, large action spaces, and
controlled randomisation. This choice also encourages future reproducibility [129]. Our
experimental results indicate that our proposed baseline correction for gradient variance
reduction enables substantially faster convergence and lower gradient variance during
learning.

In addition, we derive a closed-form solution to the optimal baseline correction for
off-policy evaluation, i.e., the one that minimizes the variance of the estimator itself.
Importantly, since our framework only considers unbiased estimators, the variance-
optimality implies overall optimality. Our experimental results show that this leads
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to lower errors in policy value estimation than widely used doubly-robust and SNIPS
estimators [35, 147].

All source code to reproduce our experimental results is available at: https:
//github.com/shashankg7/recsys2024_optimal_baseline.

4.2 Background and Related Work

The goal of this section is to introduce common contextual bandit setups for recommen-
dation, both on-policy and off-policy.

4.2.1 On-policy contextual bandits

We address a general contextual bandit setup [77, 128] with contexts X, actions A,
and rewards R. The context typically describes user features, actions are the ifems to
recommend, and rewards can be any type of interaction logged by the platform. A
policy 7 defines a conditional probability distribution over actions z: P(A=a | X =
z,II = 7) = w(a | x). Its value is the expected reward it yields:

Vi(r) = [R]} . @.1)

E { E
z~P(X) La~m(-|z)

When the policy 7 is deployed, we can estimate this quantity by averaging the rewards
we observe. We denote the expected reward for action a and context r as r(a,x) =
ER| X =x;A =al.

In the field of contextual bandits (and reinforcement learning (RL) by extension),
one often wants to learn 7 to maximise V() [84, 146]. This is typically achieved
through gradient ascent. Assuming 7y is parameterised by 6, we iteratively update with
learning rate 7:

9t+1 = 9,5 + nVQ(V(ﬂ'g)) (42)

Using the well-known REINFORCE “log-trick” [163], the above gradient can be
formulated as an expectation over sampled actions, whereby tractable Monte Carlo
estimation is made possible:

Vo(V(mg)) = Vo <£N,I:,E(X) LW]S:(.I)[R}] >

=V (/ Z mo(a | )r(a,z)P(X = a:)dx)

acA

— [ 3 Valmula | 2)r(a,e)PX = a)dx (43)

acA

/ Z mo(a | £)Ve(log(me(a | x))r(a, z))P(X = x)dx

acA

P [ o [veaog(m(aw»m}]
onP(X) [aro (-|2)
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This provides an unbiased estimate of the gradient of V' (my). However, it may be
subject to high variance due to the inherent variance of R. Several techniques have
been proposed in the literature that aim to alleviate this, mostly using additive control
variates.

Control variates are random variables with a known expectation [113, §8.9]. If the
control variate is correlated with the original estimand — in our case V' (mg) — they can
be used to reduce the estimator’s variance. A natural way to apply control variates to
a sample average estimate for Eq. 4.1 is to estimate a model of the reward 7(a, z) ~
E[R|X = z; A = a] and subtract it from the observed rewards [40]. This is at the heart
of key RL techniques (i.a., generalised advantage estimation [136]), and it underpins
widely used methods to increase sensitivity in online controlled experiments [10, 17,
33, 114]. As such, it applies to both evaluation and learning tasks. We note that if the
model 7(a, x) is biased, this bias propagates to the resulting estimator for V' (my).

Alternatively, instead of focusing on reducing the variance of V(g ) directly, other
often-used approaches tackle the variance of its gradient estimates V(1 (mp)) instead.

Observe that Eqr(.jz)[Vo(log(ma(a | 2)))] = 0 [101, Eq. 12]. This implies that
a translation on the rewards in Eq. 4.3 does not affect the unbiasedness of the gradient
estimate. Nevertheless, as such a translation can be framed as an additive control variate,
it will affect its variance. Indeed, “baseline corrections™ are a well-known variance
reduction method for on-policy RL methods [43]. For a dataset consisting of logged
contexts, actions and rewards D = {(z;, a;,7;)~ 1}, we apply a baseline control variate
B to the estimate of the final gradient to obtain:

Vo(V(m)) = Vo (Vs(mo))
= % > (r—B)Velogm(a| x).

(z,a,7)ED

4.4)

Williams [162] originally proposed to use the average observed reward for 5. Subse-
quent work has derived optimal baselines for general on-policy RL scenarios [32, 43].
However, to the best of our knowledge, optimal baselines for on-policy contextual
bandits have not been considered in previous work.

Optimal baseline for on-policy bandits. The optimal baseline  for the on-policy
gradient estimate in Eq. 4.4 is the one that minimizes the variance of the gradient
estimate. In accordance with earlier work [43], we define the variance of a vector
random variable as the sum of the variance of its individual components. Therefore, the
optimal baseline is given by:

arg min Var (Vg@rg)))
B

— arg min — Var[Vy (log(e(a | 2))(r — B))] .5)
5 |D
= argﬁmin ﬁ IE[V@ log(mg(a | z)) "V log(me(a | x))(r — 6)2 (4.6)

_ % E[Vglog(mg(a | z))(r — ) ]T E[Vglog(mg(a | z))(r — B)]
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1
= argmin — E|| Vg log(mg(a | z)) |5 (r — ﬂ)ﬂ, 4.7
CR

where we ignore the second term in Eq. 4.6, since it is independent of 5 [101, Eq. 12].
The result from this derivation (Eq. 4.7) reveals that the optimal baseline can be obtained
by solving the following equation:

—

aVar(Vg(Vg (’/Tg)))
op

which results in the following optimal baseline correction:

_ % E[[Volog(me(a | 2)2(6 — )] =0,  (@8)

g = E[|Volog(me(a | ))[3r(a, )]

, 4.9
E[[Vo log(ma(a | 2))[} @
and the empirical estimate of the optimal baseline correction:

— ar Ve log(mg(a | z))|37(a, x

7 _ ZwanenlVolog(me | 2))3r(e.)] w0

Y (@amenl|Volog(mo(a | 2))[3]

This derivation follows the more general derivation from Greensmith et al. [43] for
partially observable Markov decision processes (POMDPs). We have not encoun-
tered its use in the existing bandit literature applied to recommendation problems. In
Section 4.3.2, we show that a similar line of reasoning can be applied to derive a
variance-optimal gradient for the off-policy contextual bandit setup.

4.2.2 Off-policy estimation for general bandits

Deploying 7 is a costly prerequisite for estimating V' (), that comes with the risk of
deploying a possible poorly valued 7. Therefore, commonly in real-world model vali-
dation pipelines, practitioners wish to estimate V() before deployment. Accordingly,
we will address this counterfactual evaluation scenario that falls inside the field of
off-policy estimation (OPE) [130, 153].

The expectation V' (7) can be unbiasedly estimated using samples from a differ-
ent policy 7y through importance sampling, also known as inverse propensity score
weighting (IPS) [113, §9]:

m(a | )
E { E [R]} = E { {RH (4.11)
a~P(X) la~r(-[a) a~P(X) Larmo(-|o) Lo (@ | 2)
m(alz)
mo(alz)
“common support” by the logging policy: Va € A,z € X : w(a | z) >0 = mp(a |
x) > 0.

From Eq. 4.11, we can derive an unbiased estimator for V'(7) using contexts, actions

and rewards logged under 7, denoted by D:

To ensure that the so-called importance weights are well-defined, we assume

= 1 m(a | x)
Vips(m, D) = — mals . 412
e P 2 el 12
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To keep our notation brief, we suppress subscripts when they are clear from the context.
In the context of gradient-based optimization methods, we often refer to a minibatch
B C D instead of the whole dataset, as is typical for, e.g., stochastic gradient descent
(SGD).

If we wish to learn a policy that maximises this estimator, we need to estimate
its gradient for a batch 3. Whilst some previous work has applied a REINFORCE
estimator [25, 27, 97], we use a straightforward Monte Carlo estimate for the gradient:

~ 1 Vr(a | z)
\% B) = — —T 4.13
Ty 1) “

Importance sampling — the bread and butter of unbiased off-policy estimation — often
leads to increased variance compared to on-policy estimators. Several variance reduction
techniques have been proposed specifically to combat the excessive variance of Vipg [35,
62, 147]. Within the scope of this chapter, we only consider techniques that reduce
variance without introducing bias.

Self-normalised importance sampling. The key idea behind self-normalisation [113,
§9.2] is to use a multiplicative control variate to rescale Vips(m, D). An important
observation for this approach is that for any policy 7 and a dataset D logged under 7,
the expected average of importance weights should equal 1 [147, §5]:

S 3 malz) |y (4.14)

E
o~P(@) | D] =, mo(a]2)

Furthermore, as this random variable (Eq. 4.14) is likely to be correlated with the
IPS estimates, we can expect that its use as a control variate will lead to reduced
variance (see [e.g., 81]). This gives rise to the asymptotically unbiased and parameter-

free self-normalised IPS (SNIPS) estimator, with S' = % Z(“M) D % as its
normalization term:

- Y (eanr)en ro@”  Vies(m, D

Dintps (, D) = =wanED ma 7" Vies(m, ) @.15)

Z( w(alz) S

z,a,r)€D o (alz)

Given the properties of being asymptotically unbiased and parameter-free, this estima-
tor is often a go-to method for off-policy evaluation use-cases [130]. An additional
advantage is that the SNIPS estimator is invariant to translations in the reward, which
cannot be said for VIPS Whilst the formulation in Eq. 4.15 is not obvious in this regard,
it becomes clear when we consider its gradient:

7(a|x)

Z(z,a,r) ﬂ'o(a\z)r
m(alz)
(,a) mo(alz)

Vr(alz) w(a|x)
(Z(a;,a,r) o (alx) ) (Z(l a) ﬂo(a|x))
- 7(a|z 2
(Z(x a) wo<a\z>)

V‘A/SNIPS(% D)=V
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(Z(z a,r) ;)(Zy,l\a;)) T) (Z(z a) Z:((aﬁlj)))
— R (4.16)
(Z(w,a) TrO(a|w)>
m(aile)Valazle;) o, .
Z(fﬂmamm) Z(%ﬂjw) mo(ailzi)mo(aj|z;) (rj —mi)

2
n(a|z)
(Z(m m(am)
mo(as|zs)mo(aj]z;)

_ (wi,ai,m5) (T5,a5,75)
2
7 (alx)
(Zo) 205

Indeed, as the SNIPS gradient relies on the relative difference in observed reward
between two samples, a constant correction would not affect it (i.e., if 7 = r — 3, then
Ty =Ty =T —T).

Swaminathan and Joachims [147] effectively apply the SNIPS estimator (with a
variance regularisation term [1438]) to off-policy learning scenarios. Note that while
Vips neatly decomposes into a single sum over samples, Vgnipg no longer does. Whilst
this may be clear from the gradient formulation in Eq. 4.16, a formal proof can be found
in [79, App. C]. This implies that mini-batch optimization methods (which are often
necessary to support learning from large datasets) are no longer directly applicable to
Vsnips- R

Joachims et al. [79] sglve this by re-framing the task of maximising Vsnipg as an
optimization problem on Vipg with a constraint on the self-normalisation term. That is,
if we define:

Viogn(a; | ;) (rj —rq)

~ 1 *
m* =arg max Vgnips (7, D), with S*=— Z M, 4.17)
£t D, 2= mola 0

then, we can equivalently state this as:

~ 1
7% = argmax Vips(w, D), s.th. — Z M = 5" (4.18)
2 Dl , 2=, mo(al2)

Joachims et al. [79] show via the Lagrange multiplier method that this optimization
problem can be solved by optimising for Vipg with a translation on the reward:

7% = arg max Vy«_1ps(m, D), where

mell
-~ 1 m(a | x) (4.19)
Vaaps(m,D) = — TATL) ().
A IPS( ) |D| . ;ep 770(& | LI?)( )

This approach is called BanditNet [79]. Naturally, we do not know \* beforehand
(because we do not know S*), but we do know that S* should concentrate around 1 for
large datasets (see Eq. 4.14). Joachims et al. [79] essentially propose to treat A as a
hyper-parameter to be tuned in order to find S*.
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Doubly robust estimation. Another way to reduce the variance of ‘71135 istouse a
model of the reward 7'(a, z) =~ E[R|X = x; A = a]. Including it as an additive control
variate in Eq. 4.12 gives rise to the doubly robust (DR) estimator, deriving its name
from its unbiasedness if either the logging propensities 7y or the reward model 7 is
unbiased [35]:

Vor(m, D) = (4.20)
1 nla]z) . e )
— — 2 (r —7(a,x)) + w(a | x)r(a, ) .
D) (Z)<< B 2,

Several further extensions have been proposed in the literature: one can optimize
the reward model 7(a,x) to minimize the resulting variance of Vpr [38], further
parameterise the trade-off relying on IA/IpS or 7"(a, x) [143], or shrink the IPS weights
to minimize a bound on the MSE of the resulting estimator [144]. One disadvantage
of this method, is that practitioners are required to fit the secondary reward model
7(a, z), which might be costly and sample inefficient. Furthermore, variance reduction
is generally not guaranteed, and stand-alone 171ps can be empirically superior in some
scenarios [67].

4.3 Unifying Off-Policy Estimators

Section 4.2 provides an overview of (asymptotically) unbiased estimators for the value
of a policy. We have introduced the contextual bandit setting, detailing often used
variance reduction techniques for both on-policy (i.e., regression adjustments and base-
line corrections) and off-policy estimation (i.e., self-normalisation and doubly robust
estimation). In this section, we demonstrate that they perform equivalent optimization
as baseline-corrected estimation. Subsequently, we characterize the baseline corrections
that either minimize the variance of the estimator, or that of its gradient.

4.3.1 A unified off-policy estimator

Baseline corrections for v‘//\ips (m, D). Baseline corrections are common in on-policy
estimation, but occur less often in the off-policy literature. The estimator is obtained by
removing a baseline control variate 8 € R from the reward of each action, while also
adding it to the estimator:

Vpps = B+ > alo) . _g). 421

|D‘ (z,a,r)€D 7'('()((1 | LC)

Its unbiasedness is easily verified:

B [Tars] = El8] +£| D0 (- )|
(4.22)
= B—I-E[mr} - =V(n).
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From an optimization perspective, we are mainly interested in the gradient of the ‘A/B_Ips
objective:

= _ b Vr(a|z),
VVsaps(m,B) = B . ;:)GB (@l 7) (r—B). (4.23)

Our key insight is that SNIPS and certain doubly-robust estimators have an equivalent
gradient to the proposed 3-IPS estimator. As a result, optimizing them is equivalent to
optimizing Vj_1ps for a specific 3 value.

Self-normalisation through BanditNet and ‘7,\.11;)5(71', D). If we consider the opti-
mization problem for SNIPS that is solved by BanditNet in Eq. 4.19 [79], we see that
its gradient is given by:

-~ 1
VVaps(m, B) = 8] > M(r —\). (4.24)

(z,a,r)EB

Doubly robust estimation via VDR,(W, D). As mentioned, a nuisance of doubly robust
estimators is the requirement of fitting a regression model 7(a, ). Suppose that we
instead treat 7~ as a single scalar hyper-parameter, akin to the BanditNet approach. Then,
the gradient of such an estimator would be given by:

~ 1 Vr(a | x) IR
VVa ,B) = — —(r—r7). 4.25
DR(W ) ‘B‘ (n;ﬂeg 770(@ | I) ( ) ( )

Importantly, these three approaches are motivated through entirely different lenses: min-
imizing gradient variance, applying a multiplicative control variate to reduce estimation
variance, and applying an additive control variate to improve robustness. But they result
in equivalent gradients, and thus, in equivalent optima. Specifically, for optimization,
the estimators are equivalent when 3 = A = 7.

This equivalence implies that the choice between these three approaches is not
important. Since the simple baseline correction estimator Vg.1ps (Eq. 4.21) has an
equivalence with all SNIPS estimators and all doubly-robust estimators with a constant
reward, we propose that Vg.1pg should be seen as an estimator that unifies all three
approaches. Accordingly, we argue that the real task is to find the optimal /3 value for
Va.1ps, since this results in an estimator that is at least as optimal as any estimator in
the underlying families of estimators, and possibly superior to them.

The remainder of this section describes the optimal S values for minimizing gradient
variance and estimation value variance.

4.3.2 Minimizing gradient variance

Similar to the on-policy variant derived in Eq. 4.7, we can derive the optimal baseline in
the off-policy case as the one which results in the minimum variance for the gradient
estimate given by Eq. 4.13:

arggnin Var (Va(‘/}ﬁ_lps (7o, B))) (4.26)

67



4. Optimal Baseline Corrections for Off-policy Contextual Bandits

= arg min % Var {m(r - ﬂ)] 4.27)

= arg min % E {| Vr(a | z)) |2 (7&;'5@)2 } (4.28)
w1 )

= arg min — B [W(r - B)? ] , (4.29)

where we can ignore the second term of the variance in Eq. 4.28, since it is independent
of 5 [101, Eq. 12]. The optimal baseline can be obtained by solving for:

8Var(V(‘7/j.IPS(7T»B))) | Vr(a | x)) |3
55 o e el R

which results in the following optimal baseline:

E [Wﬂ(a‘m)ygr(a,x)}

* x,a~To,T mo(alz)
= E [IVﬂ(alw))@} ’ “.31)
x,a~To,T ﬂo(a|z)2
with its empirical estimate given by:
|V7(alz))|3
= Z(m,a,T)EB[ o (alx)? 2T:|
p* = (4.32)

[Va(alz))I3]
Z(m,a,r)el’)’[ no(a\z)22:|

Note that this expectation is over actions sampled by the logging policy. As a result, we
can obtain Monte Carlo estimates of the corresponding expectations. The derivation has
high similarity with the on-policy case (cf. Section 4.2.1) [43]. Nevertheless, we are
unaware of any work on off-policy learning that uses it. Joachims et al. [79] refer to the
on-policy variant with: “we cannot sample new roll-outs from the current policy under
consideration, which means we cannot use the standard variance-optimal estimator used
in REINFORCE.” Since the expectation is over actions sampled by the logging policy
and not the farget policy, we have shown that we do not need new roll-outs. Thereby, our
estimation strategy is a novel off-policy approach that estimates the variance-optimal
baseline.

Theorem 4.3.1. Within the family of gradient estimators with a global additive control
variate, i.e., B-IPS (Eq. 4.23), IPS (Eq. 4.13), BanditNet (Eq. 4.24), and DR with a
constant correction (Eq. 4.25), B-IPS with our proposed choice of 3 in Eq. 4.31 has
minimal gradient variance.

Proof. Eq. 4.30 shows that the 8 value in Eq. 4.31 attains a minimum. Because the
variance of the gradient estimate (Eq. 4.28) is a quadratic function of 3, and hence a
convex function (Eq. 4.29), it must be the global minimum for the gradient variance. [J
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4.3.3 Minimizing estimation variance

Besides minimizing gradient variance, one can also aim to minimize the variance of
estimation, i.e., the variance of the estimated value. We note that the § value for
minimizing estimation does not need to be the same value that minimizes gradient
variance. Furthermore, since Vj.1pg is unbiased, any estimation error will entirely be
driven by variance. As a result, the value for § that results in minimal variance will also
result in minimal estimation error:

arg min Var (VB_IPS (r, D)) (4.33)

= arg min % Var {M(r - ﬁ)} (434)
(el -o))

= axgmin % E (M)Qh — 8)° 1 (4.36)

1 ( [ m(a | x) } 2
L (g[xeln ]y
DI [mo(a | z)
The minimum is obtained by solving for the following equation:

) (Var (f/ﬁ_lps (m, D)))
a8

A G CRE

which results in the following optimal baseline:

2
m(alz) \* _ =(a|z)
_E K(m(am) m(am)r(“’ @]
’ (alz) \* _ ( mlal2) ' 39
E{(ﬂo(aw)) - (w(am)]

We can estimate 5* using logged data, resulting in a Monte Carlo estimate of the
optimal baseline. Such a sample estimate will not be unbiased (because it is a ratio of
expectations), but the bias will vanish asymptotically (similar to the bias of the Vgnipg
estimator).

Next, we formally prove that optimal estimator variance leads to overall optimality
(in terms of the MSE of the estimator).

(4.37)

Theorem 4.3.2. Within the family of offline estimators with a global additive control
variate, i.e., 3-IPS (Eq. 4.21), IPS (Eq. 4.12), and DR with a constant correction

69



4. Optimal Baseline Corrections for Off-policy Contextual Bandits

Learning rate = 0.1 Learning rate = 0.01 Learning rate = 0.001
x10-
G
(&
0 200 100 0 200 100 0 200 100
Training Epoch Training Epoch Training Epoch
—— IPS SNIPS —+— [-IPS

Figure 4.1: Performance of different off-policy learning methods trained in a full-batch
gradient descent fashion in terms of the policy value on the test set. x-axis corresponds
to the training epoch during the optimization (we use a maximum of 500 epochs for all
methods), and y-axis corresponds to the policy value. A decaying learning rate is used.
Reported results are averages over 32 independent runs with 95% confidence interval.

(Eq. 4.25), B-IPS with our proposed 3 in Eq. 4.38 has the minimum mean squared error
(MSE):
MSE(V () = Ep |(V(r,D) — V(n))?| . (4.39)

Proof. The MSE of any off-policy estimator V(w, D) can be decomposed in terms of
the bias and variance of the estimator [144]:

MSE(V (7)) = Bias(V (), D)? + Variance(V (), D), (4.40)
where the bias of the estimator is defined as:

(4.41)

)

Bias(V (1), D) = ‘IED [V(W,D) - V(w)}

and the variance of the estimator is defined previously (see Section 4.3.3). Eq. 4.22

proves that 5-IPS is unbiased: Bias(V'(7), D) = 0. Thus, the minimum variance
(Eq. 4.37) implies minimum MSE. O

We note that SNIPS is not covered by this theorem, as it is only asymptotically unbiased.
As a result, the variance reduction brought on by SNIPS might be higher than that by
B-1PS, but as it introduces bias, its estimation error (MSE) is not guaranteed to be better.
Our experimental results below indicate that our method is always at least as good as
SNIPS, and outperforms it in most cases, in both learning and evaluation tasks.

4.4 Experimental Setup

In order to evaluate off-policy learning and evaluation methods, we need access to
logged data sampled from a stochastic policy involving logging propensities (exact or
estimated) along with the corresponding context and action pairs. Recent work that
focuses on off-policy learning or evaluation for contextual bandits in recommender
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Learning rate = 0.1 Learning rate = (.01 Learning rate = 0.001

Ww

0 2% 50 7 100 0 2% 50 7 100 0 25 50 7 100
Training Epoch Training Epoch Training Epoch

V(mp)

—— IPS BanditNet —+— [3-IPS

Figure 4.2: Performance of different off-policy learning methods trained in a mini-batch
gradient descent fashion in terms of policy value on the test set. The axis labels are
similar to Figure 4.1.

systems follows a supervised-to-bandit conversion process to simulate a real-world
bandit feedback dataset [68, 69, 73, 130, 143, 144], or conducts a live experiment on
actual user traffic to evaluate the policy in an on-policy or online fashion [25, 27]. In
this work, we adopt the Open Bandit Pipeline (OBP) to simulate, in a reproducible
manner, real-world recommendation setups with stochastic rewards, large action spaces,
and controlled randomization [124]. Although the Open Bandit Pipeline simulates a
generic offline contextual bandit setup, there is a strong correspondence to real-world
recommendation setups where the environment context vector corresponds to the user
context and the actions correspond to the items recommended to the user. Finally, the
reward corresponds to the user feedback received on the item (click, purchase, etc.).
As an added advantage, the simulator allows us to conduct experiments in a realistic
setting where the logging policy is sub-optimal to a controlled extent, the logged data
size is limited, and the action space is large. In addition, we conduct experiments with
real-world recommendation logs from the OBP for off-policy evaluation.!

The research questions we answer with our experimental results in this chapter are:

RQC1 Does the proposed estimator-variance-minimizing baseline correction (Eq. 4.38)
improve off-policy learning (OPL) in a full-batch setting?

RQC2 Does the proposed gradient-variance-minimizing baseline correction (Eq. 4.31)
improve OPL in a mini-batch setting?

RQC3 How does the proposed gradient-variance-minimizing baseline correction (Eq.
4.31) affect gradient variance during OPL?

RQC4 Does the proposed estimator-variance-minimizing baseline correction (Eq. 4.38)
improve off-policy evaluation (OPE) performance?

https://research.zozo.com/data.html
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Learning rate = 0.1 Learning rate = 0.01 Learning rate = 0.001
1072 ]
—
=
(= 1074 1
>
= 107 w | %
10781 : : - - L . . . L : : . .
0 25 50 75 100 0 25 50 5 100 0 25 50 5 100
Training Epoch Training Epoch Training Epoch
—— IPS BanditNet —+— [-IPS

Figure 4.3: Empirical variance of the gradient of different off-policy learning estimators
in a mini-batch optimization setup with varying learning rates (in title). We compute
gradient variance for each mini-batch during training and then report the average value
across all mini-batches in a training epoch. Results are averaged across 32 independent
runs with 95% confidence interval.

4.5 Results and Discussion

4.5.1 Off-policy learning performance (RQC1-3)

To evaluate the performance of the proposed 5-IPS method on an OPL task, we consider
two learning setups:

1. Full-batch. In this setup, we directly optimize the S-IPS policy value estimator
(Eq. 4.21) with the optimal baseline correction, which minimizes the variance of
the value (Eq. 4.38). Given that the optimal baseline correction involves a ratio of
two expectations, optimizing the value function directly via a mini-batch stochastic
optimization is not possible for the same reason as the SNIPS estimator, i.e., it is not
possible to get an unbiased gradient estimate with a ratio function [79]. Therefore,
for this particular setting, we use a full-batch gradient descent method for the
optimization, where the gradient is computed over the entire training dataset.

2. Mini-batch. In this setup, we focus on optimizing the 5-IPS policy value estimator
with the baseline correction, which minimizes the gradient estimate (Eq. 4.31). This
setup translates to a traditional machine learning training setup where the model is
optimized in a stochastic mini-batch fashion.

Full-batch. The results for the full-batch training in terms of the policy value on the
test set are reported in Figure 4.1, over the number of training epochs. To minimize the
impact of external factors, we use a linear model without bias, followed by a softmax
to generate a distribution over all actions, given a context vector x (this is a common
setup, see [e.g., 67, 71, 131]). We note that the goal of this chapter is not to get the
maximum possible policy value on the test set but rather to evaluate the effect of baseline
corrections on gradient and estimation variance. The simple model setup allows us to
easily track the empirical gradient variance, given that we have only one parameter
vector.

72



4.5. Results and Discussion

An advantage of the full-batch setup is that we can compute the gradient of the
SNIPS estimator directly [147]. SNIPS is a natural baseline method to consider, along
with the traditional IPS estimator. Because of practical concerns, we only consider 500
epochs of optimization. Additionally, we use the state-of-the-art and widely used Adam
optimizer [80].

The IPS method converges to a lower test policy value in comparison to the SNIPS
and the proposed S-IPS methods, even after S00 epochs. A likely reason is the high-
variance of the IPS estimator [35], which can cause it to get stuck in bad local minima.

The methods with a control variate, i.e., SNIPS (with multiplicative control variate)
and S-IPS (with additive control variate) converge to substantially better test policy
values. In terms of the convergence speed, 5-IPS converges to the optimal value faster
than the SNIPS estimator, most likely because it has lower estimator variance than
SNIPS. With this, we can answer RQCI1 as follows: in the full-batch setting, our
proposed optimal baseline correction enables 3-IPS to converge faster than SNIPS at
similar performance.

Mini-batch. The results for mini-batch training in terms of the test policy value are
reported in Figure 4.2. Different from the full-batch setup, where the focus is on
reducing the variance of the estimator value (Section 4.3.3), in the mini-batch mode, the
focus is on reducing the variance of the gradient estimate (Section 4.3.2). The model
and training setup are similar to the full-batch mode, except that we fixed the batch size
to 1024 for the mini-batch experiments. Preliminary results indicated that the batch size
hyper-parameter has a limited effect.

Analogous to the full-batch setup, the IPS estimator results in a lower test policy
value, most likely because of the high gradient variance which prevents convergence to
high performance. In contrast, due to their baseline corrections, BanditNet (Eq. 4.24)
and -IPS have a lower gradient variance. Accordingly, they also converge to better
performance [15], i.e., resulting in superior test policy values.

Amongst these baseline-corrected gradient-based methods (BanditNet and 3-IPS),
our proposed 3-IPS estimator outperforms BanditNet as it provides a policy with
substantially higher value. The differences are observed over different choices of
learning rates. Thus we answer RQC2 accordingly: in the mini-batch setting, our
proposed gradient-minimizing baseline method results in considerably higher policy
value compared to both IPS and BanditNet.

Next, we directly consider the empirical gradient variance of different estimators;
Figure 4.3 reports the average mini-batch gradient variance per epoch. As expected, the
IPS estimator has the highest gradient variance by a large margin. For BanditNet, we
observe a lower gradient variance, which is the desired result of the additive baseline it
employs. Finally, we observe that our proposed method /3-IPS has the lowest gradient
variance. This result corroborates the theoretical claim (Theorem 4.3.1) that the 5-IPS
estimator has the lowest gradient variance amongst all global additive control variates
(including IPS and BanditNet). Our answer to RQC3 is thus clear: our proposed 5-1PS
results in considerably lower gradient variance compared to BanditNet and IPS.
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Figure 4.4: Mean Squared Error (MSE) of different off-policy estimators with varying
action space (from left to right), and varying inverse temperature parameter of the
softmax logging policy (from top to bottom). X-axis corresponds to the size of the
logged data simulated (ranging from 102 to 10°), and the y-axis corresponds to the
MSE (evaluated over 100 independent samples of the synthetic data) along with 95%
confidence interval. Each row corresponds to a different setting of inverse temperature
of the softmax logging policy. We only consider unbiased (asymptotically or otherwise)
estimators.

4.5.2 Off-policy evaluation performance (RQC4)

To evaluate the performance of the proposed S-IPS method, which minimizes the
estimated policy value (Eq. 4.38), in an OPE task, results are presented in Figure 4.4.
The target policy (to be evaluated) is a logistic regression model trained via the IPS
objective (Eq. 4.13) on logged data and evaluated on a separate full-information test
set. We evaluate the MSE of the estimated policy value against the true policy value
(Eq. 4.39). To evaluate the MSE of different estimators realistically, we report results
with varying degrees of the optimality of the behavior policy (decided by the inverse
temperature parameter of the softmax) and with a varying cardinality of the action space.
A positive (and higher) inverse softmax temperature results in a increasingly optimal
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Table 4.1: Comparison of different OPE methods on real-world recommender system
logs of ZOZOTOWN from a campaign targeted towards men with a uniformly random
production policy. We report the mean relative absolute error (with std).

OPE estimator  Abs. relative error |

IPS 0.1277 (0.0142)
SNIPS 0.1113 (0.0372)
DR 0.1144 (0.0366)
B-IPS 0.1078 (0.0383)

behavior policy (selects action with highest reward probability), and a negative (and
lower) inverse softmax temperature parameter results in an increasingly sub-optimal
behavior policy (selects actions with lowest reward probability). Our proposed S-1PS
method has the lowest MSE in all simulated settings. Interestingly, the proposed 3-IPS
has a lower MSE than the DR method, which has a regression model-based control
variate, arguably more powerful than the constant control variate from the proposed
(B-IPS method. Similar observations have been made in previous work, e.g., Jeunen
and Goethals [67] reported that the DR estimator’s performance heavily depends on the
logging policy.

Depending on the setting, we see that 3-IPS either has performance comparable to

the SNIPS estimator, i.e., when inverse temperature € {—1, 1}; or noticeably higher
performance than SNIPS, i.e., when inverse temperature € {—5,5}.
Real-world evaluation. To evaluate different estimators in a real-world recommender
systems setup, we report the results of OPE from the production logs of a real-world
recommender system in Table 4.1. Similar to the simulation setup, the proposed 5-IPS
has the lowest absoluate relative error amongst all estimators in the comparison. In
conclusion, we answer RQC4: our proposed policy-value variance minimizing baseline
method results in substantially improved MSE, compared to IPS, SNIPS and DR, in
offline evaluation tasks that are typical recommender system use-cases.

4.6 Conclusion and Future Work

In this chapter, we have proposed to unify different off-policy estimators as equivalent
additive baseline corrections. We look at off-policy evaluation and learning settings and
propose baseline corrections that minimize the variance in the estimated policy value
and the empirical gradient of the off-policy learning objective. Extensive experimental
comparisons on a synthetic benchmark with realistic settings show that our proposed
methods improve performance in the off-policy estimation (OPE) and off-policy learning
(OPL) tasks.

We believe our work in this chapter represents a significant step forward in the
understanding and use of off-policy estimation methods (for both evaluation and learning
use-cases), since we show that the prevalent SNIPS estimator can be improved upon
with essentially no cost, as our proposed method is parameter-free and — in contrast
with SNIPS - it retains the unbiasedness that comes with IPS. Future work may apply a
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similar approach to offline reinforcement learning setups [86], or consider extensions of
our approach for ranking applications [94].

In this chapter, we answer the RQ4, and RQ3 in the affirmative. First, we present
a unifying framework for off-policy evaluation and learning tasks :/3-IPS. The new
estimator [$-IPS combines most commonly estimators such as: inverse propensity
scoring (IPS), doubly robust (DR), and self-normalized IPS (SNIPS). Further, we
presented a closed-form solution baseline correction term — 8 that minimizes variance
for both off-policy learning and evaluation tasks.

Broadly, in this chapter, we explored off-policy evaluation and learning estimators
derived from logged user interactions in recommender systems. In the next chapter,
we turn to contextual-bandit learning within a diffusion-model framework, aiming to
optimize arbitrary user-defined objectives.
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Appendices

4.A Appendix: Off-policy Estimator Variance
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Figure 4.A.1: Empirical variance of different off-policy estimators with varying action
space (from left to right), and varying sub-optimality of a temperature-based softmax
behavior policy (from top to bottom). The x-axis corresponds to the size of the logged
data simulated (ranging from 10? to 10°), and the y-axis corresponds to the variance
of different estimators (evaluated over 100 independent samples of the synthetic data)
along with 95% confidence interval. Each row corresponds to a different optimality
level of the logging policy, decided by the inverse temperature parameter. We only
consider unbiased (asymptotically or otherwise) estimators.

In this chapter appendix, we report additional results from the experimental section
(Section 4.5) from the main chapter), answering RQC4. Specifically, we look the the
empirical variance of various offline estimators for the task of off-policy evaluation.
The mean squared error (MSE) of different offline estimators are reported in Figure 4.4.
In this appendix, we report the empirical variance of various offline estimators in
Figure 4.A.1.

From the figure, it is clear that our proposed 3-IPS estimator with estimator variance
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minimizing 3 value (Eq. 4.38) results in the lowest empirical variance in most of the
cases. It is interesting to note that when the logged data is limited (N < 103), sometimes
the SNIPS estimator has lower estimator variance. We suspect that the reason could be
a bias in the estimate of the variance-optimal 5 estimate (Eq. 4.38), when the dataset
size is small, given that it is a ratio estimate of expectations. For practical settings, i.e.,
when NV > 103, the proposed estimator 3-IPS results in a minimum sample variance,
thereby empirically validating the effectiveness of our proposed 3-IPS estimator for the
task of OPE.
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A Simple and Effective Reinforcement
Learning Method for Text-to-Image
Diffusion Models

So far in this thesis, we focused on learning from user interactions via contextual bandits
within ranking or recommendation systems. However, the contextual bandit framework
has recently also been effectively employed in fine-tuning foundation models, such as
textual large language models (LLMs) and diffusion models. The typical choice of
method for model optimization is proximal policy optimization (PPO) [137]. While
effective, recent research has highlighted computational advantages of REINFORCE
(policy gradient methods) over PPO for text-based LLMs [5]. Given PPO’s ongoing
challenges with variance and sample inefficiency, we consider improvements through
our final research question:

RQS Can we improve the sample efficiency of proximal policy optimization for fine-
tuning text-to-image diffusion?

In this chapter, we systematically compare PPO and REINFORCE for diffusion model
fine-tuning. In the first part of this chapter, we demonstrate that REINFORCE exhibits
inferior sample efficiency compared to PPO. Subsequently, we propose LOOP, an
enhancement to PPO achieving superior performance with the same number of input
prompts by generating multiple actions per prompt.

5.1 Introduction

Diffusion models have emerged as a powerful tool for generative modeling [57, 140],
with a strong capacity to model complex data distributions from various modalities, like
images [125], text [6], natural molecules [168], and videos [14].

Diffusion models are typically pre-trained on a large-scale dataset, such that they can
subsequently generate samples from the same data distribution. The training objective
typically involves maximizing the data distribution likelihood. This pre-training stage
helps generate high-quality samples from the model. However, some applications might

This chapter was published as [54].

79



5. A Reinforcement Learning Method for Text-to-Image Diffusion Models

require optimizing a custom reward function, for example, optimizing for generating
aesthetically pleasing images [167], semantic alignment of image-text pairs based on
human feedback [134], or generating molecules with specific properties [155].

To optimize for such black-box objectives, RL-based fine-tuning has been suc-
cessfully applied to diffusion models [13, 37, 44, 88, 154]. For RL-based fine-tuning,
the reverse diffusion process is treated as a Markov decision process (MDP), wherein
prompts are treated as part of the input state, the generated image at each time-step is
mapped to an action, which receives a reward from a fixed reward model (environment
in standard MDP), and finally the diffusion model is treated as a policy, which we
optimize to maximize rewards. For optimization, typically PPO is applied [13, 37].
In applications where getting a reward model is infeasible or undesirable, “RL-free”
fine-tuning (typically offline) can also be applied [154]. For this chapter, we only focus
on diffusion model fine-tuning using “online” RL methods, specifically PPO [137].

An advantage of PPO is that it removes the incentive for the new policy to deviate
too much from the previous reference policy, via importance sampling and clipping
operation [137]. While effective, PPO can have a significant computational overhead.
In practice, RL fine-tuning for diffusion models via PPO requires concurrently loading
three models in memory:

(i) The reference policy: The base policy, which is usually initialized with the
pre-trained diffusion model.

(i) The current policy: The policy that is RL fine-tuned, and also initialized with
the pre-trained diffusion model.

(iii) The reward model: Typically, a large vision-language model, trained via su-
pervised fine-tuning objective [85], which assigns a scalar reward to the final
generated image during the online optimization stage.

This can result in a considerable computational burden, given that each policy can
potentially have millions of parameters. In addition to its computational overhead, PPO
is also known to be sensitive to hyper-parameters [36, 61, 174].

Simpler approaches, like REINFORCE [164] avoid such complexities, and could
theoretically be more efficient. However, in practice, they often suffer from high
variance and instability. Recently, a variant of REINFORCE: reinforce leave-one-
out (RLOO) [82] was proposed which samples multiple sequences per input prompt,
and a baseline correction term to reduce the variance, however, it still suffers from
sample inefficiency.

This raises a fundamental question about the efficiency-effectiveness trade-off in
RL-based diffusion fine-tuning. In this chapter, first we systematically explore this
trade-off between efficiency — a lower computational cost, and reduced implementation
complexity (i.e., fewer hyper-parameters) — and effectiveness — stable training, and
final performance. We compare a simple REINFORCE approach with the standard
PPO framework, demonstrating that while REINFORCE greatly reduces computational
complexity, it comes at the cost of reduced performance.

Motivated by this finding, we propose a novel RL for diffusion fine-tuning method,
LOOP, which combines the best of the both worlds. To reduce the variance during policy
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5. A Reinforcement Learning Method for Text-to-Image Diffusion Models

optimization, LOOP uses multiple actions (diffusion trajectories) and a (REINFORCE)
baseline correction term per input prompt. To maintain the stability and robustness of
PPO, LOOP uses clipping and importance sampling.

We choose the text-to-image compositionality benchmark (T2I-CompBench; Huang
et al., 2023) as our primary evaluation benchmark. Text-to-image models often fail
to satisfy an essential reasoning ability of attribute binding, i.e., the generated image
often fails to bind certain attributes specified in the instruction prompt [41, 60, 121].
As illustrated in Figure 5.1, LOOP outperforms previous diffusion methods on attribute
binding. As attribute binding is a key skill necessary for real-world applications, we
choose the T2I-CompBench benchmark alongside two other common tasks: aesthetic
image generation and image-text semantic alignment.

To summarize, our main contributions are as follows:

PPO vs. REINFORCE efficiency-effectiveness trade-off. We systematically study
how design elements like clipping, reference policy, value function in PPO compare to
a simple REINFORCE method, highlighting the efficiency-effectiveness trade-off in
diffusion fine-tuning. To the best of our knowledge, we are the first ones to present such
a systematic study, highlighting the trade-offs in diffusion fine-tuning.

Introducing LOOP. We propose LOOP, a novel RL for diffusion fine-tuning method
combining the best of REINFORCE and PPO. LOOP uses multiple diffusion trajectories
and a REINFORCE baseline correction term for variance reduction, as well as clipping
and importance sampling from PPO for robustness and sample efficiency.

Empirical validation. To validate our claims empirically, we conduct experiments on
the T2I-CompBench benchmark image compositionality benchmark. The benchmark
evaluates the attribute binding capabilities of the text-to-image generative models and
shows that LOOP succeeds where previous text-to-image generative models often fail.
We also evaluate LOOP on two common objectives from the RL for diffusion literature:
image aesthetics, and text-image semantic alignment [13].

5.2 Background and Related Work

5.2.1 Diffusion models

We focus on denoising diffusion probabilistic models (DDPM) as the base model for
text-to-image generative modeling [57, 140]. Briefly, given a conditioning context
variable c (text prompt in our case), and the data sample xo, DDPM models p(xg | ¢)
via a Markov chain of length 7', with the following dynamics:

T
po(X0.r | €) = p(xT | C H (x¢—1 | x¢,€). 5.1

Image generation in diffusion model is achieved via the following ancestral sampling
scheme, which is a reverse diffusion process:
X7 ~ N(O, I),

5.2
xth(xt |u9(xt,c,t),ogf),Vt€ [0, T — 1], (>2)
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where the distribution at time-step ¢ is assumed to be a multivariate normal distribution
with the predicted mean py(x¢, ¢, t), and a constant variance.

5.2.2 Proximal policy optimization for RL

PPO was introduced for optimizing a policy with the objective of maximizing the overall
reward in the RL paradigm [137]. PPO removes the incentive for the current policy 7 to
diverge from the previous policy 7;_1 outside the range [1 — ¢, 1 + €], where € is a hyper-
parameter. As long as the subsequent policies are closer to each other in the action space,
the monotonic policy improvement bound guarantees a monotonic improvement in the
policy’s performance as the optimization progresses. This property justifies the clipping
term in the mathematical formulation of the PPO objective function [1, 117, 135].
Formally, PPO the objective function is:

J(0) :E[min (rt(G)At, clip (r(0),1 — e, 1 + e)At)} , (5.3)

¢ (alc)
m—1(alc)

m¢(a | ¢) and the previous reference policy m;_1(a | ¢), A; is the advantage func-
tion [146], and the clip operator restricts the importance sampling ratio in the range
[1—¢€1+c¢.

where r;(0) =

is the importance sampling ratio between the current policy

5.2.3 RL for text-to-image diffusion models

The diffusion process can be viewed as an MDP (S, A, P, R, pg), where S is the state
space, A is the action space, P is the state transition kernel, R is the reward function,
and pg is the distribution of initial state sg. In the context of text-to-image diffusion
models, the MDP is defined as:

st = (¢, t,x¢), mo(ae | s¢) = po(xe—1 | X¢,¢),

P(St+1 | St, at) = 5((:7 at)7 ag = X¢—1,

po(so) = (p(c), 7, N(0,1)), (5.4)
) r(x0,c) ift=0,
Riseac) = {0 otherwise.

The input state s is defined in terms of the context (prompt features), sampled image at
the given time-step ¢. The policy 7y is the diffusion model itself. The state transition
kernel is a dirac delta function § with the current sampled action x; as the input. The
reward is assigned only at the last step in the reverse diffusion process, when the final
image is generated. The initial state py corresponds to the last state in the forward
diffusion process: x7.
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5.2.4 PPO for diffusion fine-tuning

The objective function of RL fine-tuning for a diffusion policy my can be defined as
follows:

T
Jo(m) = Erp(rimy) [Z Rs:, at)]

= 5.5
= ET~p(T\7r9) [T(X07 C)] s
where the trajectory 7 = {xr,xr_1,...,Xq} refers to the reverse diffusion process

(Eq. 5.1), and the total reward of the trajectory is the reward of the final generated image
xo (Eq. 5.4). We ignore the KL-regularized version of the equation, which is commonly
applied in the RLHF for LLM literature [120, 172, 175], and proposed by Fan et al. [37]
in the context of RL for diffusion models. As shown by Black et al. [13], adding the
KL-regularization term makes no empirical difference in terms of the final performance.
The PPO objective is given as:

JPPO (7 {Zchp <7T9Xt1|xt7> 1—e, 1+e> r(xo,c)} (5.6)

7Told Xt—1 ‘Xt, )

where the clipping operation removes the incentive for the new policy 7y to differ from
the previous round policy 4 [13, 137].

5.3 REINFORCE vs. PPO: An Efficiency-Effectiveness
Trade-Off

In this section, we explore the efficiency-effectiveness trade-off between two prominent
reinforcement learning methods for diffusion fine-tuning: REINFORCE and PPO.
Understanding this trade-off is crucial for selecting the appropriate algorithm given
constraints on computational resources and desired performance outcomes.

In the context of text-to-image diffusion models, we aim to optimize the policy 7 to
maximize the expected reward R (zo.1, ¢) = (20, ¢). Our objective function is defined
as:

JQ(W) = ECN;D(C)JO:TNW(IO:TM) [T‘(,To, C)] . (5.7

REINFORCE for gradient calculation. For optimizing this objective, the REIN-
FORCE policy gradient (also known as score function (SF)) [164] provides the follow-
ing gradient estimate:

T
VgJQSF(W) =Ex,.r [Vg log (H po (Xe—1 | X4, c)) r (%o, c)]

=1 (5.8)

T
= Exo:T [Z v9 10gp9 (xt—l | Xt7c) r (XOa C)‘| ’

t=0

where the second step follows from the reverse diffusion policy decomposition (Eq. 5.1).
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In practice, a batch of trajectories is sampled from the reverse diffusion distribution,
i.e., Xo.1 ~ po(xo0.7), and a Monte Carlo estimate of the REINFORCE policy gradient
(Eq. 5.8) is calculated for the model update.

REINFORCE with baseline correction. To reduce variance of the REINFORCE
estimator, a common trick is to subtract a constant baseline correction term from the
reward function [43, 101]:

T
VoJ5 B (r) =E [Z Vo logpy(xi—1 | x¢,¢)(r(xo,¢) — bt)] . (5.9)
t=0

REINFORCE Leave-one-out (RLOO). To further reduce the variance of the REIN-
FORCE estimator, RLOO samples K diffusion trajectories per prompt ({XIS;T} ~ (.|
c)), for a better Monte Carlo estimate of the expectation [5, 82]. The RLOO estimator
is:

K T
K1 ZZV(; log pg (Xi[l | Xf,c) (r(xlg,c) — bt)
k=0 t=0

Vo JEEOO (1) = E . (5.10)

However, REINFORCE-based estimators have a significant disadvantage: they do not
allow sample reuse (i.e., reusing trajectories collected from previous policies) due to a
distribution shift between policy gradient updates during training. Sampled trajectories
can only be used once, prohibiting mini-batch updates. This makes it sample inefficient.

To allow for sample reuse, the importance sampling (IS) trick can be applied [113,

135]:
7Tg(CLt ‘ Ct) Rt:| :
Tota(as | ¢t)

where 7y is the current policy to be optimized, and 7,y is the policy from the pre-
vious update round. With the IS trick, we can sample trajectories from the current
policy in a batch, store it in a temporary buffer, and re-use them to apply mini-batch
optimization [137].

Motivation for PPO. With the IS trick, the samples from the old policy can be used
to estimate the policy gradient under the current policy 7y (Eq. 5.8) in a statistically
unbiased fashion [113], i.e., in expectation the IS and REINFORCE gradients are
equivalent (Eq. 5.11, Eq. 5.8). Thus, potentially, we can improve the sample efficiency
of REINFORCE gradient estimation with IS.

While unbiased, the IS estimator can exhibit high variance [113]. This high variance
may lead to unstable training dynamics. Additionally, significant divergence between
the current policy 7y and the previous policy myq can result in the updated diffusion
policy performing worse than the previous one [1, 135]. Next, we will prove this
formally. We note that this result has previously been established by [1] for the more
general RL setting. In this chapter, we extend this finding to the context of diffusion
model fine-tuning.

A key component of the proof relies on the distribution of states under the current
policy, i.e., d™(s). In the case of diffusion models, the state transition kernel P(s;11 |
s¢,ay) is deterministic, because the next state consists of the action sampled from the
previous state (Eq. 5.4), i.e., P(s¢+1 | ¢, a:) = 1. While the state transition kernel is

Jés(ﬂ') = ECtNP(C)@tN‘ﬂ'old(at\Ct) |: (511)
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deterministic, the distribution of states is stochastic, given that it depends on the action
at time ¢, which is sampled from the policy (Eq. 5.4). We define the state distribution as:

Definition 5.3.1. Given the distribution over contexts ¢ ~ p(C), the (deterministic)
distribution over time ¢ = §(¢), and the diffusion policy 7, the state distribution at time
tis:

p(s: | ™) = p(e)d(t) / 7% | X1, € ) (X4 | € 8) dXpan.

Xt+1

Subsequently, the normalized discounted state visitation distribution can be defined as:
d™(s) = (1 — W)Z'ytp(st =s|n). (5.12)
t=0

The advantage function is defined as: A™ (s,a) = Q™ (s,a) — V™ (s) [146]. Given
this, the monotonic policy improvement bound can be derived:

Theorem 5.3.2. Consider a current policy . For any future policy mw, we have:

1 m(als)
_ >~k e | 22215
J(m) = J(m) = T Beamam | 0T

2yCT T
@ B V(G L) milC )]

A™*(s,a)

where C™ 7 = maxgcs |Eqmr(.|s) [A™ (s, a)] | and TV (7 (- | 5), 74 (- | 5)) represents
the total variation distance between the policies (- | s) and 7. (- | ) [1].

A direct consequence of this theorem is that when optimizing a policy with the IS
objective (Eq. 5.11), to guarantee that the new policy will improve upon the previous
policy, the policies should not diverge too much. Therefore, we need to apply a
constraint on the current policy. This can be achieved by applying the clipping operator
in the PPO objective (Eq. 5.6) [1, 53, 117, 137].

This gives rise to an efficiency-effectiveness trade-off between REINFORCE and
PPO. REINFORCE offers greater computational and implementation efficiency due
to its simplicity, but it comes at the cost of lower sample efficiency and potential
suboptimal performance. In contrast, PPO is more computationally demanding and
involves more complex hyper-parameter tuning, yet it achieves higher performance and
reliable policy improvements during training.

We note that a similar trade-off analysis was performed in the context of RL fine-
tuning for large language models (LLM) [5]. However, their analysis was limited to an
empirical study, whereas we present a theoretical analysis in addition to the empirical
analysis. To the best of our knowledge, we are the first to conduct such a study for
diffusion methods.
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5.4 Method: Leave-One-Out PPO (LOOP) for Diffu-
sion Fine-tuning

We demonstrated the importance of PPO in enhancing sample efficiency and achieving
stable improvements during training for diffusion fine-tuning. Additionally, we show-
cased the RLOO method’s effectiveness in reducing the variance of the REINFORCE
method. In this section, we introduce our proposed method, LOOP, a novel RL for
diffusion fine-tuning method. We start with highlighting the potential high-variance in
the PPO objective.

The expectation in the PPO loss (Eq. 5.6) is typically estimated by sampling a single
trajectory for a given prompt c:

Zchp(m’xtl'xt’) 1—e 1+ e)r(xo,c), (5.13)

7Told Xt—1 |Xt7 )

where xg.7 ~ T,;4. Even though the single sample estimate is an unbiased Monte-Carlo
approximation of the expectation, it has high-variance [113]. Additionally, the IS term
(%) can also contribute to high-variance of the PPO objective [147, 166].
Both factors combined, can lead to high-variance, and unstable training of the PPO.
Taking inspiration from RLOO (Eq. 5.10), we sample K independent trajectories
from the previous policy for a given prompt ¢, and apply a baseline correction term

from each trajectories reward, to reduce the variance of the estimator:

xi_,|x,c) ) )
JLOOP cli (M 1—6,1+e>~ r(xg,c) —b'),
;; o (X; 1 [ X}, ¢)” (rloc, ) =)
(5.14)
where xf):T ~ Tod, Vi € [1, K]. The baseline correction term b* reduces the variance of

the gradient estimate, while being unbiased in expectation [52, 101]. A simple choice
of baseline correction can be the average reward across the K trajectories, i.e.,
1 E .
b= . Zr(xg). (5.15)
i=0
However, we choose the leave-one-out average baseline, with average taken across all
samples in the trajectory, except the current sample i, i.e.,

i 1 j

b= 1 Zr(xg). (5.16)
J#i

Originally RLOO sampling and baseline corrections were proposed in the context of

REINFORCE, with a focus on on-policy optimization [5, 82], whereas we are applying

these in the off-policy step of PPO. We call this method leave-one-out PPO (LOOP).

Provenly, LOOP has lower variance than PPO:

Proposition 5.4.1. The LOOP estimator JyOOF (n) (Eq. 5.14) has lower variance than
the PPO estimator J} *° () (Eq. 5.13):

Var [JLOOP(W)} < Var [JPPO( )]. (5.17)
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Proof. Since the sampled trajectories are independent:

Var[ef}oop(ﬂ)] = %Var[ A;)PO(W)} <Var[jgpo(7r)} . O

5.5 Experimental Setup

Benchmark. Text-to-image diffusion and language models often fail to satisfy an
essential reasoning skill of attribute binding. Attribute binding reasoning capabil-
ity refers to the ability of a model to generate images with attributes such as color,
shape, texture, spatial alignment, (and others) specified in the input prompt. In other
words, generated images often fail to bind certain attributes specified in the instruction
prompt [41, 60, 121]. Since attribute binding seems to be a basic requirement for
useful real-world applications, we choose the T2I-CompBench benchmark [60], which
contains multiple attribute binding/image compositionality tasks, and its correspond-
ing reward metric to benchmark text-to-image generative models. We also select two
common tasks from RL for diffusion works: improving aesthetic quality of generation,
and image-text semantic alignment [13, 37]. To summarize, we choose the following
tasks for the RL optimization: (i) Color, (ii) Shape, (iii) Texture, (iv) 2D Spatial, (v) Nu-
meracy, (vi) Aesthetic, and (vii) Image-text Alignment. For all tasks, the prompts are
split into training/validation prompts. We report the average reward on both training
and validation split.

Model. As the base diffusion model, we use Stable diffusion V2 [125], which is
a latent diffusion model. For optimization, we fully update the UNet model, with a
learning rate of 1e~>. We also tried LORA fine-tuning [59], but the results were not
satisfactory, so we update the entire model instead. The hyper-parameters are reported
in Appendix 5.A.

5.6 Results and Discussion

5.6.1 REINFORCE vs. PPO efficiency-effectiveness trade-off

We discuss our empirical results for the REINFORCE vs. PPO efficiency-effectiveness
trade-off. Our empirical validation of the trade-off compares the following methods:

REINFORCE. The REINFORCE policy gradient for diffusion fine-tuning (Eq. 5.8).
REINFORCE with baseline correction. We compare the REINFORCE policy gradi-
ent with a baseline correction (BC) term (Eq. 5.9). For the baseline term, we choose the
average reward for the given prompt [13].

PPO. The PPO objective for diffusion fine-tuning with importance sampling and clip-
ping (Eq. 5.6).

Figure 5.2 shows the training reward over epochs for the attributes: Color, Shape,
and Texture from the T2I-CompBench benchmark, and training reward from optimizing
the aesthetic model. It is clear that REINFORCE policy gradient is not effective in
terms of performance, as compared to other variants. Adding a baseline correction term
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Figure 5.2: Evaluating REINFORCE vs. PPO trade-off by comparing: REINFORCE
(Eq. 5.8), REINFORCE with baseline correction term (Eq. 5.9), and PPO (Eq. 5.6). We
evaluate on the T2I-CompBench benchmark over three image attributes: Color, Shape,
and Texture. We also compare on the aesthetic task. Y-axis corresponds to the training
reward, x-axis corresponds to the training epoch. Results are averaged over 3 runs;
shaded areas indicate 80% prediction intervals.

Table 5.1: Comparing REINFORCE with PPO on the T2I-CompBench benchmark over
three image attributes: Color, Shape, and Texture. The metrics in this table are average
reward on an unseen test set (higher is better). For each prompt, average rewards over
10 independent generated images are calculated.

Method Color T Shape 1 Texture 1
REINFORCE 0.6438 0.5330 0.6359
REINFORCE w/ BC 0.6351 0.5347  0.6656
PPO 0.6821 0.5655  0.6909

indeed improves the training performance, validating the effectiveness of baseline in
terms of training performance, possibly because of reduced variance. PPO achieves
the highest training reward, validating the effectiveness of importance sampling and
clipping for diffusion fine-tuning.

We also evaluate the performance on a separate validation set. For each validation
prompt, we generate 10 independent images from the diffusion policy, and average
the reward, finally averaging over all evaluation prompts. The validation results are
reported in Table 5.1. The results are consistent with the pattern observed with the
training rewards, i.e., REINFORCE with baseline provides a better performance than
plain REINFORCE, suggesting that baseline correction indeed helps with the final
performance. Nevertheless, PPO still performs better than REINFORCE.

We now have empirical evidence supporting the efficiency-effectiveness trade-off
discussed in Section 5.3. From these results, we can conclude that fine-tuning text-to-
image diffusion models is more effective with IS and clipping from PPO, or baseline
corrections from REINFORCE. This bolsters our motivation for proposing LOOP as an
approach to effectively combine these methods.
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Table 5.2: Comparing the performance of the proposed LOOP method with state-of-the-
art baselines on the T2I-CompBench benchmark over image attributes such as Color,
Shape, Texture, Spatial relation, and Numeracy. The metrics in this table are average
reward on an unseen test set (higher is better). For each prompt we generate and average
rewards across 10 different generated images.

Model Color T Shapet Texture{ SpatialT Numeracy 1
Stable v1.4 [125] 0.3765  0.3576 0.4156 0.1246 0.4461
Stable v2 [125] 0.5065  0.4221 0.4922 0.1342 0.4579
Composable v2 [90]  0.4063  0.3299 0.3645 0.0800 0.4261
Structured v2 [39] 0.4990  0.4218 0.4900 0.1386 0.4550
Attn-Exct v2 [23] 0.6400  0.4517 0.5963 0.1455 0.4767
GORS unbiased [60] 0.6414  0.4546 0.6025 0.1725 -
GORS [60] 0.6603  0.4785 0.6287 0.1815 0.4841
PPO [13] 0.6821  0.5655 0.6909 0.1961 0.5102
LOOP (k = 2) 0.6785  0.5746 0.6937 0.1800 0.5072
LOOP (k = 3) 0.7515  0.6220 0.7353 0.1966 0.5242
LOOP (k = 4) 0.7859  0.6676 0.7518 0.2136 0.5422

Table 5.3: Comparing the performance of LOOP with PPO on the aesthetic and image-
text alignment tasks. Higher values are better.

Method Aesthetic T Image Alignment 1
PPO [13] 6.8135 20.466
LOOP (k = 2) 6.8617 20.788
LOOP (k = 3) 7.0772 20.619
LOOP (k = 4) 7.8606 20.909

5.6.2 Evaluating LOOP

Next we discuss the results from our proposed RL for diffusion fine-tuning method,
LOOP.
Performance during training. Figure 5.3 shows the training reward curves for dif-
ferent tasks, against number of epochs. LOOP outperforms PPO across all seven tasks
consistently throughout training. This establishes the effectiveness of sampling multiple
diffusion trajectories per input prompt, and the leave-one-out baseline correction term
(Eq. 5.10) during training. The training reward curve is smoother for the aesthetic
task, as compared to tasks from the T2I-CompBench benchmark. We hypothesise that
improving the attribute binding property of the diffusion model is a harder task than
improving the aesthetic quality of generated images.

Table 5.2 reports the validation rewards across different tasks from the T2I-Comp-
Bench benchmark. LOOP outperforms PPO and other strong supervised learning based
baseline significantly across all tasks. It shows that PPO improves the attribute-binding
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Figure 5.4: Training reward variance for the color, and aesthetic task. The y-axis

corresponds to the training reward variance; the x-axis indicates the number of training

epochs. Results are averaged over 3 runs; shaded areas indicate 80% prediction intervals.

We observe that higher values of samples reused (i.e., k) produce lower reward variance

during training.

reasoning ability of the diffusion model compared to other supervised learning based
methods.

For the aesthetic and image-text alignment objectives, the validation rewards are
reported in Table 5.3. LOOP results in a 15.37% relative improvement over PPO for the
aesthetic task, and a 2.16% improvement over PPO for the image-text alignment task.
Impact of the number of independent trajectories (k). The LOOP variant with the
number of independent trajectories where K set to 4 performs the best across all tasks,
followed by the variant K = 3. This is intuitive given that Monte-Carlo estimates get
better with more number of samples [113]. Surprisingly, the performance of the variant
with K = 2 is comparable to PPO.

Impact on training variance. We evaluate whether LOOP results in a lower empirical
variance than PPO, as proved theoretically in Lemma 5.4.1. Figure 5.4 reports the
empirical reward variance during training for the color attribute and aesthetic objective.
LOOP results in a lower empirical variance than PPO, thereby empirically validating
our claim that LOOP has lower variance than PPO.

Qualitative results. For a qualitative evaluation of the attribute-binding reasoning
ability, we present some example image generations from SD, PPO, and LOOP in
Figure 5.1. In the first example, the input prompt specifies a black colored ball with
a white cat. Stable diffusion and PPO fail to bind the color black with the generated
ball, whereas LOOP successfully binds that attribute. Similarly, in the third example,
SD and PPO fail to bind the hexagon shape attribute to the watermelon, whereas LOOP
manages to do that. In the fourth example, SD and PPO fail to add the horse object
itself, whereas LOOP adds the horse with the specified black color, and flowing cyan
patterns.

5.7 Conclusion

We have studied the efficiency-effectiveness trade-off between two fundamental RL
for diffusion methods: REINFORCE, and PPO. REINFORCE, while computationally
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efficient and easier to implement, is subpar to PPO in terms of sample efficiency and
performance. Building on these insights, we have introduced a simple and effective
RL for diffusion method, LOOP, which builds on the variance reduction techniques
from REINFORCE and the effectiveness and robustness of PPO. We have found that
LOOP improves over diffusion models on multiple black-box objectives. A limitation
of LOQP is that sampling multiple diffusion trajectories per prompt can lead to more
computational overhead and an increase in training time. A potential future direction
would be to keep the effectiveness of LOOP while maintaining the computational
complexity of PPO.

In this chapter, we answer the broad research question (RQ5) in the affirmative. We
systematically compare PPO and REINFORCE for diffusion model fine-tuning, where
we demonstrate that REINFORCE exhibits inferior sample efficiency compared to PPO.
Building on top of PPO, we propose LOOP, which achieves superior performance with
the same number of input prompts by generating multiple actions per prompt.
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Appendices

5.A Hyperparameter and Implementation Details

For REINFORCE (including REINFORCE with baseline correction term), PPO, and
LOOP the number of denoising steps (7') is set to 50. The diffusion guidance weight
is set to 5.0. For optimization, we use AdamW [95] with a learning rate of 1e=5, and
the weight decay of 1e—4, with other parameters kept at the default value. We clip the
gradient norm to 1.0. We train all models using 8 A100 GPUs with a batch size of 4 per
GPU. The clipping parameter ¢ for PPO, and LOOP is set to le ™.

5.B Additional Qualitative Examples

We present some additional qualitative examples in this section.

95



5. A Reinforcement Learning Method for Text-to-Image Diffusion Models

‘ds pue Odd Uey) seSewll o1ay)sor AI0W SJeIdUAT A[JU)ISISU0d JOOT (401 p11yd) F = ¥ JOOT PUB {(MOI puodas) Odd ‘(mox
ISIY) ()°7 UOISNyJI(J J[qeIS BIA pajerouad sofewl wolj pajuasaid are sojdwexas aaneyend) “Ayenb dnayysae saaoadwr JOOT :1°9'S 231

.Syead paddeo
-Mous 3unodgar aye|
urejunow Iea[d [e)s£1),,

PIoy uoaI3 e ur romoy

“uns - Mo[PA Bug, Apionng,, eV, .Sop Addnd v,

dOO1

0Odd

o ds

96



5.B. Additional Qualitative Examples

‘[rey Odd pue S 2Ieym (yuInoj oy ut poyurod yuid pue ojdwrexs puodas oy} ul youelq [ea}) nqLijie JI0[0d oY) spulq
osre JOO'T ‘(@dwoid Yy pue ‘piy Is1y) S pue Odd Uey) soSew! onoyIsor 210w $9jeIouad APualsisuod JOOT "(mo1 piy) ¥ = ¥ JOO'T
PUE ‘(MO0I pu0das) Odd ‘(401 18IL) ()'7 UOISNIJI(T S[qeIS BIA pajerouas soSewr woy pajuasald sojdwexs aaneienb [euonippy :7'q-s amsny

.ASeA UQaI3 o100 surd Joalroniq Suimol3 | youeiq [eo) e uo Sun  QOBJINS JOA[A JOr[q
v ur omopy mo[aAk v, «PIY AV & Jono a3puq Yuid,, -1IS [M0 A3ULIO UOAU ,, B UO ISYIEQ) UM VY,

dOO1

0Odd

- ds

97







Conclusions

In this thesis, we have investigated approaches to develop safe, robust and efficient
reinforcement learning methods for real-world applications. Specifically, in the four
chapters preceding this conclusion, we have demonstrated:

(1) A safe counterfactual LTR method which guarantees that the new ranking policy
will be at least as good as the production/logging policy, presented in Chapter 2.

(i) A robust safe counterfactual learning to rank (LTR) method where the safety guar-
antees are agnostic to the user behavior model, and hold even under adversarial
click behavior settings, presented in Chapter 3.

(iii) A closed-form baseline correction method for off-policy evaluation and learning
for contextual bandits with guaranteed minimum variance, presented in Chapter 4.

(iv) An efficient reinforcement learning method for text-to-image diffusion fine-tuning,
based on a simple and practical extension of the popular Proximal Policy Opti-
mization (PPO) algorithm, with significantly improved performance, presented in
Chapter 5.

6.1 Main Findings

In this section we revisit the research questions presented in Chapter 1 followed by a
summary of the most important findings.

RQ1 Can safety guarantees be provided for counterfactual LTR policies to ensure that
the new policy is at least as good as the production policy?

The answer to this question is in the affirmative. In Chapter 2, we derive a generalization
bound for the counterfactual LTR estimator, establishing a lower bound on the true
ranking utility, the ideal target metric for optimization. We demonstrated that optimizing
this lower bound ensures a ranking policy no worse than the current production policy.
This property proves especially valuable when click data is scarce, mitigating the risk
of deploying potentially harmful policies, thereby ensuring safe deployment.
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The broader implication of this work is in the practical deployment stage for all
modern search and recommender ranking systems. Using the presented safety tech-
niques, search and recommendation teams can reliably deploy a ranking policy without
risking deploying a policy with sub-optimal user experience. An example use-case is
deploying a ranking policy in a new geographic region, with limited user interactions.
The safety method presented will help ensure that the new policy is never worse than
the safe production policy.

A limitation of our work is that we assume the ranking policy to be stochastic in
nature, i.e., for a given query context, the ranking policy generates different ranked lists
at each time. In certain real-world applications, stochastic rankings might be unfeasible,
or not preferred because of external reasons.

While RQ1 provides a probabilistic safety guarantee by optimizing the lower bound,
these guarantees depend critically on assumptions regarding user behavior (click model).
Deviations from these assumptions invalidate the guarantees, which motivated the
second research question:

RQ2 Can we provide robust safety guarantees for counterfactual LTR policies even
under adversarial user behavior settings?

The answer to this question is in the affirmative; in Chapter 3, we introduced proximal
ranking policy optimization (PRPO), a method ensuring safety for counterfactual LTR
without reliance on user behavior assumptions, guaranteeing robust safety even under
adversarial conditions.

The broader implication of this work is in providing a robust safe deployment
framework. In practice, the proposed method in this chapter provides reliability in the
wild. Search engines or recommender systems that serve heterogeneous markets (or fast-
shifting verticals like news) have shifting user preferences, and relying on a single user
behavior assumption can have detrimental effects. The robust safety method presented
in this chapter can ensure safe deployment even under such dynamic heterogeneous
markets.

Similar to the previous chapter, a limitation of this work is that we assume the
ranking policy to be stochastic in nature, i.e., for a given query context, the ranking policy
generates different ranked lists at each time. A robust safety method for deterministic
ranking policy might be preferred.

In the context of off-policy evaluation and learning with single action contextual ban-
dits, standard methods like IPS are unbiased but suffer from high variance. Alternative
methods, including doubly robust (DR) estimators and self-normalized IPS (SNIPS),
reduce variance using additive and multiplicative baseline corrections respectively, yet
lack a unifying framework. This motivated our third research question:

RQ3 Can we unify variance reduction techniques using baseline corrections and a
doubly robust estimator under a common framework?

The answer to this question is in the affirmative; in Chapter 4, we proposed the 5-IPS
estimator, integrating IPS, doubly robust methods, and Self-Normalized IPS under a
unified baseline correction framework.
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RQ4 Given a unified framework for variance reduction techniques under baseline
corrections, can we derive a variance-optimal unbiased estimator?

The answer to this question is in the affirmative; in Chapter 4, we presented a closed-
form solution for 8 that minimizes variance for both learning and evaluation tasks.
Empirical evidence under different scenarios validates the effectiveness of our approach.

A broader implication of this work is in providing a unified vocabulary/framework
for off-policy evaluation and learning tasks. A common framework for off-policy
evaluation and learning tasks reduces the burden of choosing an estimator in practice
for practitioners. Further, a closed-form solution for the baseline correction term makes
the practical implementation of the estimator easier.

Contextual bandit theory previously discussed emphasizes user interactions within
ranking or recommendation systems. However, the framework has also been effectively
employed in fine-tuning foundation models, such as large language models (LLMs)
and diffusion models, typically using proximal policy optimization (PPO). Recent re-
search highlights computational advantages of REINFORCE (policy gradient methods)
over PPO for LLMs [5]. Given PPO’s ongoing challenges with variance and sample
inefficiency, we consider improvements through our final research question:

RQS5 Can we improve the sample efficiency of proximal policy optimization for fine-
tuning text-to-image diffusion?

The answer to this question is in the affirmative; in Chapter 5, we systematically compare
PPO and REINFORCE for diffusion model fine-tuning. Initially, we demonstrate that
REINFORCE exhibits inferior sample efficiency compared to PPO. Subsequently,
we propose leave-one-out PPO (LOOP), an enhancement to PPO achieving superior
performance with the same number of input prompts by generating multiple actions per
prompt.

6.2 Future Work

Finally, this section addresses some limitations with the existing work and potential
future directions of the research presented in this thesis.

6.2.1 Safety with real-world constraints

First, the safe counterfactual LTR methods presented in Chapter 2 and Chapter 3 are
designed with a stochastic ranking policy in mind. In many real-world applications,
deploying a stochastic policy might not be feasible, necessitating safety methods for
deterministic ranking policies [45]. A future direction along this line would be to add
safety regularization to the top-K Lambdal.oss LTR method with deterministic ranking
policy [108].

Regarding experiments, all of our evaluations are based on semi-synthetic simu-
lations with click signal derived from the manual relevance judgments. Real-world
experiments are typically conducted via A/B tests on actual users. As part of future
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work, applying the proposed safety methods to real-world user interaction data, followed
by comprehensive A/B testing, would be particularly valuable.

Modern recommendation systems increasingly include a LLLM that both selects
content and generates natural-language explanations. Extending safe counterfactual
LTR to such LLM-based ranking policies will require handling high-dimensional textual
actions, possibly by constraining the language model output with exposure-based bounds
handing the high-dimensional nature of action space.

6.2.2 Extending optimal baseline corrections to reinforcement
learning

Next, the optimal-baseline correction method presented in Chapter 4 reduces the vari-
ance of existing off-policy evaluation and learning estimators for contextual bandits.
Extending the proposed optimal variance baseline to offline RL scenarios would be an
interesting future research direction [86].

In moving from contextual bandits to full reinforcement learning settings, where
decisions involve trajectories (sequences of actions), it would be interesting to derive an
optimal scalar (or state-dependent) baseline that minimises variance while preserving
unbiasedness.

Further, the optimal baseline correction presented for off-policy learning involves
calculating and storing gradients of all parameters for each example separately. With
large language models involving billions of parameters, storing and calculating gradients
separately for each example could be practically challenging, presenting another poten-
tial avenue for future exploration. Compression techniques such as low-rank adapters,
or selective checkpointing could bring the memory cost, opening up an interesting
practical future direction.

6.2.3 RL-based diffusion fine-tuning

The diffusion fine-tuning setup presented in Chapter 5 is treated as a contextual bandit
framework, with the entire reverse diffusion process treated as a single action. A scalar
reward is generated for the final image in the generation. Extending the model to a more
traditional reinforcement learning setup, where we have a scalar reward at each step of
the reverse diffusion process, could be an interesting future direction.

Further, the reward signal for diffusion fine-tuning comes from an external reward
model, which roughly represents the average population score for the corresponding
task, and is not personalized. An interesting future direction would be to fine-tune
foundational models directly with user interaction data to enable personalized generative
models. An example would be a personalized email writing assistant, which learns to
generate tailored email text based on user interactions, such as edits, binary feedback,
etc. In the context of image generation, an example use-case could be personalized
music playlist cover generation, based on the user’s interactions and preferences.
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6.2.4 Personalised generative models

Finally, the reward model used for diffusion fine-tuning in Chapter 5 reflects an average
user preference. Personalising generation to individual users raises new challenges:
privacy, fairness and extreme data sparsity. Promising future research directions in this
area are:

* Privacy-preserving on-device fine-tuning. Employ federated RL or secure aggre-
gation to learn user-specific adapters without sharing raw images or prompts.

* Meta-learning reward models. Train a global model that can be rapidly adapted
to a new user with a handful of interaction signals (edits, binary feedback).

* Fairness and calibration. Ensure that personalised models do not amplify
sensitive-attribute biases by incorporating fairness constraints into the safe-bandit
objective.
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Summary

This dissertation investigates how reinforcement learning methods can be made si-
multaneously safe, sample-efficient, and robust when trained only from logged user
interactions. Under the unifying lens of contextual-bandit reinforcement learning, the
work spans two application families: web-search ranking/recommendation and text-to-
image diffusion models. In this thesis, we pair new theory with practical algorithms
that (i) guarantee safe deployment against the production system, (ii) extract more
signal from limited logs in an off-policy evaluation and learning setup, and (iii) scale to
modern large-scale generative models.

In the first part of the thesis, we derive an exposure-based generalisation bound that
upper-bounds the true ranking utility. Optimising the bound yields a counterfactual risk-
minimisation (CRM) objective whose solution is provably no worse than the logging
policy even with few clicks, resulting in safe deployment. Further, we proposed a robust
safe deployment method that extends safety to doubly-robust estimators, and retains
guarantees under adversarial or mis-specified behaviour models. The proposed method
offers practitioners direct control over the maximum allowed utility drop.

In the second part of the thesis, shifting to single-action bandits, our contribu-
tion unifies IPS, self-normalised IPS and doubly robust estimators inside an unifying
baseline-correction framework. We propose a closed-form optimal baseline term that is
proved to minimise both evaluation and policy-gradient variance.

In the final chapter we revisit the efficiency-effectiveness trade-off in a generative
reinforcement learning setup. A systematic PPO-vs-REINFORCE study reveals an
“efficiency—effectiveness” trade-off, inspiring leave-one-out PPO (LOOP). LOOP gener-
ates several diffusion trajectories per prompt and inserts a REINFORCE-style baseline
inside PPO’s clipped objective, matching PPO quality while binding textual attributes
more faithfully on text-to-image diffusion benchmark.

Finally, the thesis gives the following answers: (i) safety can be guaranteed for
ranking — with or without click-model assumptions; (ii) a single baseline parameter can
unify and optimise bandit variance reduction; and (iii) lightly modified reinforcement
learning algorithms can fine-tune large diffusion models efficiently. Together these
advances demonstrate a path toward reliable, safe, and data-efficient reinforcement
learning pipelines for real-world information access and generative Al and open avenues
for extending safe-bandit theory to multitask and multi-objective foundation models.
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Samenvatting

Dit proefschrift onderzoekt hoe reinforcement learning-methoden tegelijkertijd veilig,
sample-efficiént en robuust kunnen worden gemaakt wanneer ze uitsluitend worden
getraind op basis van geregistreerde gebruikersinteracties.

Onder de overkoepelende lens van contextual-bandit reinforcement learning omvat
het werk twee families van toepassingen: webzoekrangschikking/-aanbeveling en tekst-
naar-afbeelding diffusiemodellen.

In dit proefschrift combineren we nieuwe theorie met praktische algoritmen die
(1) veilige implementatie tegen het productiesysteem garanderen, (ii) meer signaal
extraheren uit beperkte logs in een off-policy evaluatie- en leeropstelling, en (iii)
opschalen naar moderne grootschalige generatieve modellen.

In het eerste deel van het proefschrift leiden we een exposuregebaseerde gener-
alisatiegrens af die de werkelijke bruikbaarheid van de rangschikking begrenst. Het
optimaliseren van de grens levert een contrafactische risicominimalisatiedoelstelling
op waarvan de oplossing aantoonbaar niet slechter is dan het logbeleid, zelfs met
weinig klikken, wat resulteert in een veilige implementatie. Verder hebben we een
robuuste, veilige implementatiemethode voorgesteld die de veiligheid uitbreidt naar
dubbelrobuuste schatters en garanties behoudt onder vijandige of verkeerd gespeci-
ficeerde gedragsmodellen. De voorgestelde methode biedt professionals directe controle
over de maximaal toegestane utiliteitsdaling.

In het tweede deel van het proefschrift, overgaand op single-action bandits, verenigt
onze bijdrage IPS, zelfgenormaliseerde IPS en dubbelrobuuste schatters binnen een
uniform basislijncorrectiekader. We stellen een gesloten, optimale basislijnterm voor
waarvan bewezen is dat deze zowel de variantie in evaluatie als in beleidsgradiént
minimaliseert.

In het laatste hoofdstuk bekijken we de afweging tussen efficiéntie en effectiviteit
in een generatieve reinforcement learning-opzet opnieuw. Een systematische PPO-
versus-REINFORCE-studie onthult een afweging tussen efficiéntie en effectiviteit, wat
inspireert tot leave-one-out PPO (LOOP). LOOP genereert meerdere diffusietrajecten
per prompt en voegt een REINFORCE-achtige basislijn in binnen de afgeknipte doel-
stelling van PPO, die overeenkomt met de PPO-kwaliteit en tegelijkertijd tekstuele
kenmerken getrouwer koppelt aan de tekst-naar-afbeelding diffusiebenchmark.

Ten slotte geeft het proefschrift de volgende antwoorden: (i) veiligheid kan worden
gegarandeerd voor rangschikking — met of zonder aannames voor het klikmodel; (ii)
één basislijnparameter kan de reductie van banditvariantie verenigen en optimaliseren;
(iii) licht aangepaste reinforcement learning algoritmen kunnen grote diffusiemodellen
efficiént verfijnen.

Samen tonen deze ontwikkelingen een pad naar betrouwbare, veilige en data-
efficiénte reinforcement learning pipelines voor real-world informatietoegang en gen-
eratieve Al, en openen ze mogelijkheden om de safe-bandittheorie uit te breiden naar
multitask- en multi-objectieve basismodellen.
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