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The availability of machine-learning algorithms, and the immense compu-
tational power required to develop robust models with high accuracy, has 
driven researchers to conduct extensive studies in forensic science, particu-
larly in the identification and examination of evidence found at crime scenes. 
Machine Learning in Forensic Evidence Examination discusses methodolo-
gies for the application of machine learning to the field of forensic science.

Evidence analysis is the cornerstone of forensic investigations, examined 
for either classification or individualization based on distinct character-
istics. Artificial intelligence offers a powerful advantage by efficiently pro-
cessing large datasets with multiple features, enhancing accuracy and speed 
in forensic analysis to potentially mitigate human errors. Algorithms have 
the potential to identify patterns and features in evidence such as firearms, 
explosives, trace evidence, narcotics, body fluids, etc. and catalogue them in 
various databases. Additionally, they can be useful in the reconstruction and 
detection of complex events, such as accidents and crimes, both during and 
after the event. This book provides readers with consolidated research data 
on the potential applications and use of machine learning for analyzing vari-
ous types of evidence. Chapters focus on different methodologies of machine 
learning applied in different domains of forensic sciences such as biology, 
serology, physical sciences, fingerprints, trace evidence, ballistics, anthropol-
ogy, odontology, digital forensics, chemistry and toxicology, as well as the 
potential use of big data analytics in forensics. Exploring recent advance-
ments in machine learning, coverage also addresses the challenges faced by 
experts during routine examinations and how machine learning can help 
overcome these challenges.

Machine Learning in Forensic Evidence Examination is a valuable resource 
for academics, forensic scientists, legal professionals and those working on 
investigations and analysis within law enforcement agencies.
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Introduction

Over the years, scientific and legal scholars have consistently challenged the 
forensic science community by questioning the legitimacy and trustworthi-
ness of many forensic examination methods, which often rely on subjective 
interpretations by forensic experts. The President’s Council of Advisors on 
Science and Technology (PCAST) has recommended that forensic analy-
sis should be as objective as possible so that it can be performed either by 
automated systems or human experts with minimal judgement. PCAST also 
emphasized that the use of algorithms and automated systems can help over-
come the limitations of human judgement.

The availability of machine-learning algorithms and the immense com-
putational power required to develop robust models with high accuracy 
has driven researchers to conduct extensive studies in forensic science, par-
ticularly in the identification and examination of evidence found at crime 
scenes. Artificial intelligence technologies offer the ability to mitigate human 
errors and act as expert systems. These algorithms have the potential to 
identify objects and weapons, match faces and analyze structured materials. 
Additionally, they can reconstruct and detect complex events, such as acci-
dents and crimes, both during and after the event.

The vision for the proposed book is to provide readers with consoli-
dated research data on the use of machine learning for analyzing evidence 
found at various crime scenes. The book discusses the applicability and 
various approaches of machine learning in relation to the identification and 
examination of evidence typically encountered in different types of criminal 
activities. It focuses on the methodologies of machine learning as applied to 
forensic biology, serology, physics, ballistics, anthropology, odontology, digi-
tal forensics, chemistry, toxicology and, importantly, big data analytics in the 
forensic field. Each chapter addresses the problems faced by experts during 
routine examinations and how machine learning can help overcome these 
challenges. Further chapters will explore recent advancements in machine 
learning as they pertain to the specific types of evidence under discussion.

Machine Learning in Forensic Evidence Examination Introduction
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1Understanding the 
Fundamentals of 
Machine Learning 
and its Applications 
in Forensic Evidence 
Examination

SACHIN SHARMA, DHARMESH 
SHAH, SIDHESWAR ROUTRAY, 
MADHAVI DAVE, AND 
DIGVIJAYSINH RATHOD

Introduction to Machine Learning

Definition and Importance of Machine 
Learning in Forensic Science

Machine learning (ML) is a brand-new system which falls under artificial 
intelligence; it has been designed to enable systems to understand informa-
tion through data without the need for human intervention or programming 
[1]. The need for machine learning in forensic science is greater than in any 
other scientific discipline. Machine learning adds a new dimension to inves-
tigative processes by changing the way that we analyze and interpret evidence 
given by forensic science experts.

In essence, machine learning equips forensic scientists with the capacity 
to utilize very large datasets, which helps the system detect patterns, trends 
and irregularities that may bypass traditional approaches. The extraction 
of important insights from various data sources through automation is one 
way that machine learning improves the efficiency and accuracy of forensic 
investigations.

The significance of machine learning in forensic investigation is found 
in its ability to address intricate and extensive datasets associated with inves-
tigations. Machine-learning algorithms excel at detecting subtle patterns 
whether it is fingerprints, DNA profiles, document analysis or cybercrimes, 
thus helping investigators make better choices.

Machine Learning in Forensic Evidence Examination Understanding the Fundamentals of Machine 
Learning
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Understanding the Fundamentals of Machine 
Learning

Also, a dynamic approach towards examining evidence is fostered by 
machine learning. It adjusts and changes as new data are introduced so 
that investigative techniques are still flexible enough to cope with emerg-
ing problems. This adaptability becomes even more important in this age 
where forensic science must deal with an expanding range of data types and 
sources.

Machine-Learning Workflow: Data Collection, 
Preprocessing, Model Training and Evaluation

To carefully employ machine learning for forensic purposes requires imple-
menting a systematic workflow involving data handling and preprocessing 
as well as model development and rigorous evaluation [2]. Here we describe 
the basic stages involved in the workflow for machine learning, delineating 
in what way every phase contributes to the success of forensic investigations.

•	 Data Collection: The basis of any machine-learning project is the 
quality and relevance of its training data. Forensic science can have 
various datasets which include fingerprints and genetic profiles 
among others. This entails careful collection from diverse sources 
including proper representation and inclusiveness. In order to ensure 
comprehensiveness and representativeness of collected data, subse-
quent analyses’ integrity depends on it.

•	 Preprocessing: Raw forensic data often comes with noise, outliers 
or incomplete entries. Preprocessing involves cleaning up and trans-
forming raw forensic data such that it is suitable for feeding into 
machine-learning models. Techniques used comprise normaliza-
tion, missing values handling and outlier detection aimed at placing 
data in a state that will facilitate effective model training. Properly 
done, preprocessing can greatly increase the accuracy and robust-
ness of the ML model.

•	 Model Training: With preprocessed data in hand, the next phase 
involves selecting an appropriate machine-learning algorithm and 
training the model. The algorithm learns patterns and relationships 
within the data during this training process. In forensic science, 
depending on the algorithm chosen or the nature of the task—be it 
classification, regression or clustering. The model is fine-tuned itera-
tively to optimize its performance, striking a balance between com-
plexity and generalization.
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•	 Evaluation: The effectiveness of a machine-learning model is 
gauged through rigorous evaluation against independent datasets. 
Evaluation metrics such as accuracy, precision, recall and F1-score 
provide insights into the model’s performance [3]. Cross-validation 
techniques are often employed to ensure the model’s generalizabil-
ity to new, unseen data. In forensic investigations, the reliability and 
accuracy of predictions directly influence the outcome of analyses. 
Therefore, robust evaluation methodologies are crucial to validate 
the model’s efficacy in real-world forensic scenarios. Figure 1.1 
shows a block diagram for the workflow of a typical machine-learn-
ing process.

Supervised Learning Algorithms

Decision Trees and Random Forests

•	 Decision Trees: Decision trees are a type of versatile, easy-to-under-
stand machine-learning algorithm that can be used for both clas-
sification and regression tasks [4]. At its heart, the decision tree data 
is broken into subsets according to features resulting in a tree-like 
structure with every internal node representing a feature on which 
decisions are made while each leaf node symbolizes the outcome. 
In cases such as fingerprinting or DNA profiling, where decision 
boundaries are highly complex, the interpretability of a decision tree 

Figure 1.1  Block diagram for the workflow of a typical machine-learning pro-
cess [9].
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makes it possible to peer into the model’s decision-making process, 
which would otherwise remain unseen. Figure 1.2 represents a com-
mon decision tree algorithm.

•	 Random Forests: To avoid the overfitting problem, random forests 
build many decision trees and merge them together to obtain a more 
stable prediction. Each tree is trained on a different random subset of 
the data. Democratic voting across individual trees collectively pro-
duces a final prediction [5]. Such an ensemble technique improves 
the strength and generalization of these models; thus, random for-
ests are a preferred option for more complex forensic and dementia 
prediction tasks, as they are able to predict outcomes with a high 
level of success.

Random forests are used in forensic evidence examination to enhance 
accuracy and reliability across several domains. One example is the use of 
random forests in fingerprint analysis because they can generalize much 
better than neural networks in arcane scenarios involving classifying and 
matching prints and as a result output more detailed predictions with 
higher precision.

Figure 1.2  An example of a decision tree algorithm [4].
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Support Vector Machines (SVMs)

Overview: Support vector machines (SVMs) represent a high-performing 
supervised learning algorithm used in many applications, including foren-
sic science. SVMs are used in classification and regression tasks by build-
ing optimal decision boundaries, called hyperplanes, within a space of high 
dimensionality [6]. At the highest level, SVMs are ideal for forensic evidence 
analysis because this is a very clear classification problem: finding patterns in 
fingerprints or categorizing genetic profiles.

Operating Principle: Support vector machines (SVMs) seek to iden-
tify hyperplanes which segregate data points of different classes, while at 
the same time trying to maintain a margin between them. The efficacy of 
SVMs depends on the data points—known as support vectors—that are use-
ful in determining an optimal hyperplane. SVMs are great in dealing with 
highly non-linear relationships as they use kernel functions to generate lin-
ear boundaries for different classes where a simple line cannot separate one 
class from another. Figure 1.3 shows a diagram for SVMs.

Applications in Forensic Science: For example, in fingerprint analysis, 
SVMs are used to classify and match prints based on dissimilarities, with 
the features collectively responsible for correct identifications. SVMs can 
perform genetic profiling analysis, where in a linear classifying manner the 
SVM is suited to pick out patterns within DNA data which would then pro-
vide vital information for identifying individuals.

Figure 1.3  Support vector nachine diagram [21].
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Naive Bayes Classifiers

Introduction: Naive Bayes classifiers are probabilistic models based on the 
principle of Bayes’ theorem and work well for classification tasks, especially 
in forensic sciences Committed to their underlying simple assumptions, the 
naive Bayes classifiers are efficient and effective tools in some scenarios such 
as when computational resources or training examples is limited [7].

Operating Principle: The basic premise behind naive Bayes classifiers 
is their assumption of feature independence with respect to the class label—
hence, ‘naive’. Nevertheless, naive Bayes classifiers are likely to perform very 
well in practice. What these do is simply crunch numbers, such as calculat-
ing the likelihood (a priori) of obtaining a specific class given input features, 
and then selecting the class with the highest probability. In forensic evidence 
examination, naive Bayes classifiers find application in tasks such as docu-
ment analysis or handwriting recognition.

Applications in Forensic Science: For example, in document analysis, 
they can be utilized to categorize and authenticate documents based on tex-
tual features.

Neural Networks and Deep Learning Models

Introduction: Neural networks and deep learning represent an exciting 
class of machine learning that works by modelling the way the human brain 
processes complex information. In the field of forensic science, these models 
have shown state-of-the-art performance at dealing with intricate patterns 
and relationships among a broad array of data which boosts accuracy levels 
as well as automation.

•	 Neural Networks: In neural networks, each of the networks is built 
to mimic the human brain and contain a bunch of nodes configured 
in layers—input, hidden and output. Each connection has an associ-
ated weight with it, and during training the network learns patterns 
from data by adjusting these weights [8]. Indeed, neural networks 
are powerful in capturing non-linear relationships and have shown 
promising results in a wide range of forensic fields including finger-
print analysis, DNA profiling and image forensics.

•	 Deep Learning Models: Deep learning expands the idea of neural 
networks to deeper architectures in terms of many hidden layers 
and gives rise to the name “deep” learning [9]. Convolutional neu-
ral networks (CNNs) perform well for tasks involving images and 
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so are extensively used in forensic applications such as face recogni-
tion and image forensics. CNNs are also used for voice and speaker 
recognition which are sequential information so CNN can manage 
sentences in those examples. Therefore, a deep learning model can 
automatically learn the hierarchical features of objects with great 
depth and complexity over time, which provides vitality for its appli-
cation in forensic investigation. Figure 1.4 outlines a deep learning 
neural network architecture.

Applications in Forensic Science: They have significantly driven advance-
ments in the field of forensic science by automating laborious processes. 
Neural networks are useful in fingerprint analysis where the intricate pat-
terns would help to improve identification accuracy. By using deep learning 
models, DNA profiling can be improved and it enables more detailed genetic 
information for accurate individual identification. The hierarchical feature 
extraction capabilities of deep learning are also ideal for image and video 
forensics.

Unsupervised Learning Algorithms

Clustering Algorithms: K-Means, Hierarchical Clustering

•	 Clustering Algorithms: These are a core part of unsupervised learn-
ing, which allows the discovery of patterns in datasets. Clustering 
algorithms, like k-means and hierarchical clustering, prove to be 

Figure 1.4  Typical deep learning neural network architecture. Source: https://
insidebigdata​.com​/2020​/10​/16​/whats​-under​-the​-hood​-of​-neural​-networks/

https://insidebigdata.com/2020/10/16/whats-under-the-hood-of-neural-networks/
https://insidebigdata.com/2020/10/16/whats-under-the-hood-of-neural-networks/


9Understanding the Fundamentals of Machine Learning﻿﻿

useful in forensic science, in which patterns might not only exist but 
are also unknown; this method is able to provide an intuitive struc-
ture of relationships among data points generated by forensics and 
bring about noteworthy insight.

•	 K-Means Clustering: K-means structures data into k-clusters while 
also being partitional. It is designed to assign data points into clus-
ters of similarity, iteratively reassigning data points until every single 
point has been appropriately grouped. K-means are both efficient 
and widely used in forensic scenarios where distinctive boundaries 
exist between classes [10]. For example, in a cybersecurity investi-
gation, k-means can identify unique behaviours or patterns within 
network data, helping law enforcement quantify proper thresholds 
for specific tactics, techniques and procedures (TTPs).

•	 Hierarchical Clustering: Hierarchical clustering makes a tree-like 
ladder of clusters, known as a dendrogram, by iterative integration 
or splitting clusters based on their similarity [11]. This is especially 
useful not only for looking at how many clusters we need to make 
but also for identifying patterns of hierarchy within forensic data. 
Hierarchical clustering can be used in voice and speaker recognition 
to group similar audio patterns thereby helping identify individuals 
by their voices.

Applications in Forensic Science: In fingerprint analysis, k-means cluster-
ing can help to determine unique features within a set of prints so that these 
patterns appear different from each other. Applications of hierarchical clus-
tering to DNA profiling can reveal hierarchical relationships between genetic 
markers, and detail familial information.

Dimensionality Reduction Techniques: Principal 
Component Analysis (PCA), t-Distributed 
Stochastic Neighbour Embedding (t-SNE)

Introduction: Dimensionality reduction techniques are a necessity when 
working with high-dimensional data, which is typical in forensic science. 
Like principal component analysis (PCA), these techniques try and reduce 
high-dimensional data into a lower dimension while keeping important 
information. PCA and t-distributed stochastic neighbour embedding (t-SNE) 
are two powerful methods that have applications in forensic evidence exami-
nation by simplifying data for more effective analysis.
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•	 Principal Component Analysis (PCA): PCA is a process that aims 
to reduce dimensions in some way by detecting components which 
are axes of dimension where data have the highest variances [12]. 
PCA preserves the information while reducing the dimensions in 
such a way as to project onto these numbers. In forensic science 
and other fields, PCA is useful to analyze markers in DNA profiles 
(genetics) coordinates, the most important correlating element of 
each fingerprint index/features dataset.

•	 t-Distributed Stochastic Neighbour Embedding (t-SNE): t-SNE 
is a nonlinear method for dimensionality reduction that aims to 
globally structure data by performing local similarities present in 
high-dimensional space [13]. It is excellent for discovering patterns 
(structures, clusters) in the data. A key finding about t-SNE is that 
when results are used wisely they can help us to understand relation-
ships within data, which is critical during image and video forensics 
scenarios or for spotting cybercrime-related data.

Applications in Forensic Science: Both PCA and t-SNE are tools used fre-
quently in science among datasets that are high dimensional (complex). 
These approaches go a long way towards speeding up the process of feature 
detection during fingerprint analysis. As a case in point, t-SNE is used to 
assist in the investigation of cybercrime as it unveils regional structures that 
aid interpretation around nuanced causation between any two data points.

Feature Selection and Extraction

Feature Selection Methods: Filter, Wrapper 
and Embedded Approaches

Introduction: Feature selection is an essential part of data preparation for 
a machine-learning model, especially in forensic science, where the datas-
ets can be complicated and large. This is precisely the process by which dif-
ferent important features that enhance the predictive power of a model are 
selected, while irrelevant or redundant ones are removed. There are three 
main ways to select features: filter, wrapper and embedded—the appropriate 
way depends on the approach.

•	 Filter Methods: Filter methods train for multiple different machine-
learning algorithms over the same dataset by evaluating features 
independently There are two general methods to rank the individual 



11Understanding the Fundamentals of Machine Learning﻿﻿

significance of features, either by statistical tests or correlation 
analyses. Finally, features are chosen or ruled out based on actions 
[14]. Filter methods are computationally efficient and work well 
with high-dimensional datasets. Filter methods are useful in foren-
sic applications because they can improve the performance of tasks 
such as DNA profiling by selecting the most discriminative genetic 
markers.

•	 Wrapper Methods: Wrapper methods work by putting the machine-
learning algorithm to work against each subset. It examines various 
feature subsets and perceives the capability of functioning or assess-
ing this model to detect its suitability function in each class [15]. This 
iterative process is more computationally expensive than using filter 
methods, but typically provides a finer-tuned feature set for specific 
models. Wrapper methods are important when configuring features 
for voice or speaker recognition tasks, that is, in forensic sciences.

•	 Embedded Approaches: Embedded approaches integrate feature 
selection into the model-training process. During the training, 
machine-learning algorithms select features and assign a weight or 
coefficient to them based on their importance. Regularization tech-
niques, such as L1 regularization, can enhance the embedded feature 
selection process by promoting sparsity in the model [16]. On the 
other hand, embedded approaches are specially designed for a con-
dition where feature selection is part of learning—one such being in 
neural networks because applied to image forensics.

Applications in Forensic Science: Feature selection methods help forensic 
models to develop better efficiency and accuracy. In matching fingerprint 
analysis, filter methods can help identify the best discriminative features for 
identifying fingerprints. The DNA profile features can be adjusted for specific 
identity verification tasks using the wrapper methods. By jointly targeting 
the most discriminative image features, embedded approaches can improve 
neural networks’ performance in image forensics.

Feature Extraction Techniques: Autoencoders, 
Principal Component Analysis (PCA)

Introduction: Feature extraction techniques try to convert the original raw 
data into a smaller, and more useful format, facilitating efficient model train-
ing and enhancing interpretability. Two prominent techniques—autoencod-
ers and principal component analysis (PCA)—offer distinct approaches to 
feature extraction in forensic applications.
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•	 Autoencoders: Autoencoders are a type of neural network which is 
very useful for unsupervised learning. An autoencoder, which con-
sists of an encoder and a decoder learns to compress the input data 
into some lower-dimensional representation (encoding), while also 
learning how to reconstruct the original data through this encod-
ing [17]. Autoencoders can be quite useful in forensic science, espe-
cially when it comes to image forensics, as they can capture detailed 
patterns and even anomalies within visual data. These encodings, 
being learned, often unveil important structures involving forensic 
evidence.

•	 Principal Component Analysis (PCA): PCA is a classical tech-
nique in the linear realm that projects high-dimensional data to 
lower dimensions after identifying the principal components which 
capture maximum variance [12]. These are orthogonal axes which 
represent the biggest vectors of variability in your data. PCA is fre-
quently used as a basic technique in many forensic applications, such 
as DNA profiling, where it enables the reduction of the dimension-
ality of genetic data while maintaining information regarding its 
underlying structure.

Applications in Forensic Science: Feature extraction techniques play a criti-
cal role in identifying informative patterns from forensic data. The ability of 
the autoencoder to work with voice data makes it possible for use in speech 
and speaker recognition. PCA is a linear dimensionality reduction method 
that helps improve the efficiency of fingerprint analysis by decomposing a 
large set of features into key components.

Model Evaluation and Performance Metrics

Evaluation Metrics: Accuracy, Precision, Recall and F1-Score

Introduction: Evaluation metrics are very important to determine how 
machine-learning models perform in our forensic science work. They sup-
ply numerical metrics designed to indicate how well a model generalizes 
with unseen data and help forensic practitioners make informed decisions. A 
model can be evaluated on four basic metrics—exactness/accuracy, precise-
ness/precision, recall and F1-score. These four metrics give a good overall 
indication of how a model is working in a forensic task [3].

•	 Accuracy: The exactness metric is the most common metric and the 
most basic. It tells how many of the predictions made by a model 
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were correct and how many were not. It is the ratio of correctly pre-
dicted instances to the total instances as given in Equation 1.1 where 
TN indicates true negative, TP represents true positive, FN repre-
sents false negative and FP represents false positive in the equation. 
For classification, true positives (TP) and true negatives (TN) are the 
most relevant and accurate parameters. However, it does not tell how 
many of the instances that a model was supposed to identify were in 
fact identified or how many of the things that a model was supposed 
to classify as negative were classified in fact as positive (which is not 
exactly what you want). So, to gain a more comprehensive insight 
into the effectiveness of a model across various forensic tasks, it is 
better to look at all four metrics instead of just relying on one.

	 Accuracy = +

+ + +

TP TN
TP TN FP FN

	 (1.1)

•	 Precision: The focus of precision is on the accuracy of the positive 
predictions made by a model. It is the ratio of the number of truly 
positive predictions to the sum of truly pleasing and falsely pleasing 
predictions, as given in Equation 1.2. Forensic science particularly 
relates to precision when the cost of a false positive is very high, as 
it is in the case of fingerprint analysis. In that application, precision 
measures the accuracy of the model in positively identifying a match 
among the instances it predicts will match.

	 Precision =
+

TP
TP FP

	 (1.2)

•	 Recall: Recall, is also known as ‘sensitivity’ or the ‘true positive rate’. 
Recall assesses how well the model captures all the positive instances 
in the dataset. Again, assuming our resolution to a forensic problem 
is a model that makes predictions, recall assesses the accuracy of the 
model in capturing all the truly pleasing predictions. An instance 
of this is found in DNA profiling, where the recall metric measures 
how well individuals can discern one from another based on their 
unique genetic markers. The profiling’s correct identification rate 
averages well below 100%. Recall is given as:



14 ﻿﻿Machine Learning in Forensic Evidence Examination

	 Recall TP
=

+TP FN
	 (1.3)

•	 F1-Score: The F1-score is the harmonic mean of precision and recall, 
providing a balanced measure that considers both false positives 
and false negatives as given in Equation 1.4. Both metrics are vitally 
important because they directly assess the balance between two 
types of errors—false positives and false negatives—that are pivotal 
for scoring the success of forensic science outcomes.

	 F1-Score TP
TP FP FN

=
2

2 + +
	 (1.4)

Applications in Forensic Science: Evaluation metrics play a very important 
role in measuring the reliability of forensic models. In the context of appli-
cations, such as voice and speaker recognition, overall accuracy in identi-
fied speakers is what we generally seek. With precision, we can ensure that 
matched fingerprints in an analysis are correct and not false positives. Recall 
becomes critical when we want to ensure that all ‘recognized’ instances of 
nefarious activity in a system have been apprehended. With these three core 
metrics—accuracy, precision and recall—forensic scientists and investigators 
can see inside the black box of a model’s performance and make better deci-
sions based on what appearances that model gives when it is working well 
and when it is not.

Cross-Validation and Overfitting

Cross-Validation: In the forensic sciences, the applied use of machine learn-
ing requires a high level of assurance that a model can be trusted to operate 
on data it has not seen before. For instance, a model should not be expected 
to work on new DNA samples if it has only been trained on previously known 
samples. The primary technique for assessing the predictive power of a model 
is called cross-validation. The basic idea is to hold out some of the data from 
the model during training and then see how well it performs when the model 
is applied to that held-out data [18].

Overfitting: When a model becomes too finely attuned to the training 
data, it overfits. By overfitting, a model learns not only the essential features 
of the training data but also the unimportant, irrelevant details. In this con-
text, a model may give us ‘results we can trust’ for the training data, but it is 
far less effective on fresh, new data—in our case, new forensic evidence [19].
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ROC Curves and AUC (Area Under the Curve): Receiver operating char-
acteristic (ROC) curves and area under the curve (AUC) are important tools 
for evaluating how well machine-learning models work in forensic science 
[3]. They help understand the balance between true positive rates and false 
positive rates, which is crucial in tasks such as fingerprint analysis or DNA 
profiling.

The true positive rate (sensitivity) and false positive rate (1—specificity) 
tell us how well a model performs only at fixed, predetermined thresholds. 
ROC curves provide much more information than that. They show how the 
true positive rate varies with the false positive rate at all possible thresholds 
and help us select the ‘best’ operating point. AUC collapses the ROC curve 
down to a single number. AUC is higher the better the voice recognition 
model is and the better a model can distinguish between normal and mali-
cious activities in the cyber domain. Figure 1.5 shows an ideal ROC–AUC 
curve.

Applications in Forensic Science: In forensic work, we need to pay much 
more attention to ROC curves and AUC than we historically have—if we do 
not want to maximize false positives or false negatives.

Types of Machine Learning: Supervised, 
Unsupervised and Reinforcement Learning

In the field of forensic science, diverse machine-learning methodologies are 
applied, with the three fundamental types—supervised learning, unsuper-
vised learning and reinforcement learning—being the most common. Each 
plays a distinctive and valuable role, rendering its own form of interpretation 
of the data. Figure 1.6 shows different types of machine learning.

Figure 1.5  ROC–AUC curve.
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Supervised Learning: Supervised learning is a method where algo-
rithms are trained on labelled data to understand the relationship between 
inputs and outputs. These algorithms are then applied to projects that require 
a clear, known target for the algorithm to achieve.

Unsupervised Learning: Unsupervised learning is a method where 
the algorithm works on unlabelled data. When analyzing unlabelled data, 
the algorithm attempts to find inherent patterns or structures in the data. 
Forensics experts can better utilize machine learning when they understand 
the primary operating conditions and use cases of the two primary meth-
ods: supervised and unsupervised learning. Clustering algorithms, such 
as k-means and hierarchical clustering, are important to understand when 
forensic experts think about applying unsupervised learning to their projects.

Reinforcement Learning: Reinforcement learning involves an agent 
learning from feedback in a dynamic environment, which can help in cyber-
crime investigations and resource optimization.

Understanding these machine-learning types helps forensic experts 
uncover patterns, streamline analysis and make better decisions.

Challenges, Ethical Considerations, Interpretability 
and Explainability of Machine-Learning Models

When it comes to machine learning in forensic applications, two things are 
extremely important: data quality and bias. And for good reason: in the 

Figure 1.6  Types of machine learning. Source: https://www​.dreamstime​.com​/
machine​-learning​-types​-supervised​-vs​-unsupervised​-reinforcement​-glance​-vec-
tor​-editable​-stroke​-colors​-image297519539

https://www.dreamstime.com/machine-learning-types-supervised-vs-unsupervised-reinforcement-glance-vector-editable-stroke-colors-image297519539
https://www.dreamstime.com/machine-learning-types-supervised-vs-unsupervised-reinforcement-glance-vector-editable-stroke-colors-image297519539
https://www.dreamstime.com/machine-learning-types-supervised-vs-unsupervised-reinforcement-glance-vector-editable-stroke-colors-image297519539
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contexts where learning algorithms are being taught to work, the correctness 
and fairness of their results simply have to be taken as a given if they are to 
be relied upon at all. Forensic science, after all, is not only about working 
with evidence; it is about working with evidence that has been found to be 
accurate, complete and consistent. If it is not, then the results being worked 
upon—and, in the case of machine learning, the models being worked with—
aren’t worth much in terms of both predicting future results and ensuring 
those results are fair.

Enhancing data quality involves identifying and repairing errors and 
removing outliers. We must involve data from all sorts of groups and condi-
tions to reduce bias. We also use algorithms that train with a reduced bias 
and thus result in a much fairer set of answers. And, of course, we try to keep 
those models as understandable as possible. That is especially important in 
forensics, where we affect people’s lives (and make decisions that can ulti-
mately result in someone being imprisoned or not) and where the work we do 
needs to be understood by experts, investigators and lawyers (who also have 
to make decisions that can affect someone’s being imprisoned or not).

To enhance clarity, we can employ more straightforward models, empha-
size the key parts of our data, elucidate predictions and utilize rule-based 
systems. In a courtroom, the evidence provided by these models must be 
understood and trusted by judges and juries. When we apply machine learn-
ing to forensic science, we must ensure that we are protecting privacy and 
security, because the data we are working with—often biometric or genetic 
in nature—is very sensitive. The challenges are not small: the need to not lose 
data usefulness while adding privacy necessary for data to be useful; the need 
to have effective model protection while enabling necessary access to data for 
use by law enforcement; all of this break down into the three facets of privacy, 
security and ethics. Addressing these involves a number of strategies: using 
differential privacy, secure multiparty computation and encryption; obtain-
ing informed consent; and ensuring that the forensic analysis of models not 
only is accurate but also respects the privacy rights of individuals.

Future Directions and Emerging Trends

Deep Learning and Neural Networks

Forensic science is now part of the machine-learning revolution, and the 
most powerful tools of this revolution are deep learning and neural net-
works. These have given us new architectural forms—such as CNNs, recur-
rent neural networks (RNNs), transformers and generative adversarial 
networks (GANs)—that handle the most basic types of forensic evidence, 
such as images, videos, audio and text. These networks, however, need a lot 
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of data to work—and a lot of human judgment to interpret their outputs—for 
forensic evidence to follow the rules of due process, which is a basic require-
ment for anything called ‘forensics’ to occur.

Explainable AI and Interpretable Machine-Learning Models

The forensic importance of XAI (explainable artificial intelligence) and the 
machine-learning models that produce interpretable outcomes lies in their 
ability to facilitate understanding and foster trust [20]. Forensic scientists 
must know the legal and ethical particulars of machine-generated evidence 
as they reason and make decisions about clear and present dangers to society. 
If an AI algorithm is deciding which facial recognition match is good for 
legal admissibility, we want to be sure the algorithm is producing under-
standable outcomes—not just for the algorithm’s developers but for all of us. 
As this chapter demonstrates, some machine-learning models are better at 
this than others.
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Introduction

Artificial intelligence (AI) is an ever-evolving field that involves teaching 
machines to perform tasks that would typically require human intelligence 
[1]. One of the primary goals of AI is to develop machines that can think, rea-
son and learn as people do. This involves creating algorithms that can anal-
yse data, recognize patterns and make decisions based on that information 
[2]. It is a rapidly developing discipline that is also being used for enhance-
ment in the field of forensics and the legal system as a whole. Considering 
the enormous quantity of data; the small size of the evidence in the incoher-
ent, complicated environment; conventional laboratory frameworks, as well 
as occasionally inadequate expertise, professionals in forensic science and 
criminal investigation are currently facing many difficulties that could result 
in a failed investigation or injustice.

In the court of justice, evidence is defined as something which tends to 
either prove or disprove a fact under consideration related to the ongoing 
case. According to Section (3) of the Indian Evidence Act evidence can be of 
three types, oral or testimonial, documentary and electronic evidence, fur-
ther, evidence can be classified into two types direct and indirect evidence. 
Direct evidence is described as proving a fact beyond doubt, whereas indirect 
evidence either supports a circumstance of the crime or points against this 
fact [3]. For example, a fingerprint found at the scene of a crime is circum-
stantial evidence that a specific person was present at the scene of the crime. 
Evidence can also be classified as real or testimonial. Real evidence is physi-
cal evidence that can be seen, touched or smelled. Testimonial evidence is the 
testimony of witnesses who saw or heard something about the case [4].

Physical evidence is any tangible object that can be used to establish 
proof or disprove a fact in a legal proceeding [5]. It can be anything from 
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fingerprints and DNA to weapons and clothing. Physical evidence is often 
used to corroborate witness testimony or to establish a timeline of events. 
There are six types of physical evidence, namely, trace evidence, transfer 
evidence, impression evidence, striated evidence, geometric evidence and 
chemical evidence [6].

Scientific trace evidence was first recognized by Edmund Locard in the 
year 1910 [7]. Trace evidence is a type of physical evidence which is defined as 
small, often minuscule items left at the scene of a crime or on someone who 
was involved in a crime [6]. Trace evidence examination is the assessment 
of physical trace evidence obtained at crime scenes, such as hair, fibres, dirt 
and glass fragments [8]. It can provide significant details with regard to the 
perpetrator’s identity, the circumstances surrounding a crime and the loca-
tion of individuals or goods. It may be possible to train machine-learning 
algorithms to assess traces of evidence and offer insights that could help with 
criminal investigations [9]. As machine learning enables machines to learn 
patterns and look for similarities and differences which humans may miss, it 
is gaining popularity in physical-evidence analysis. Machine learning is also 
the foundation that enables AI to create intuitive, human-friendly interfaces 
that can be easily used by humans [10].

Significance of Trace Evidence

	 1.	Trace evidence is used to establish a link between the crime scene, 
the victim and the culprit [11]. For example, a paint chip found at 
a car accident and the same type of chip found on the cloth of the 
victim can establish a link between the two.

	 2.	Trace evidence either strengthens or weakens the witness testimony, 
providing an objective ground to the truth value of their evidence. 
For example, evidence such as DNA and fingerprints can prove the 
factual presence or absence of a person at a scene of crime.

	 3.	Trace evidence can be crucial in filling in the gaps while recon-
structing the events of a crime providing a logical series of steps [12]. 
Elemental analysis of trace evidence provides a unique perspective 
which may be overlooked at an initial glance, which can change the 
narrative of the investigation significantly.

	 4.	Trace evidence such as tool marks and glass fracture patterns help 
us to identify the type of force, direction of force and the tool used 
which provides us with an idea of events undertaken at a scene.

	 5.	Trace evidence plays an important role in defining the timeline, 
validating a hypothesis and introducing new angles and leads in an 
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investigation. The presence or absence of trace evidence can be cru-
cial for validating timelines and connecting one event with another 
or connecting two crime scenes.

Problems Encountered during Trace Evidence Examination

Trace evidence analysis comes with its fair share of difficulties; this can be 
due to the nature of the evidence or the limitation and availability of instru-
ments for their analysis. One of the main issues with trace evidence, as the 
name suggests, is that it is found in very small amounts, making identifica-
tion, handling, preservation and contamination prevention difficult. These 
issues can be easily overlooked until trained eyes look at the trace evidence 
and the evidence is at a greater risk of becoming lost or damaged. Trace evi-
dence can be easily contaminated from multiple sources including environ-
mental factors, such as rain and temperature, contamination while handling, 
such as from gloveless hands, contamination can also occur during collec-
tion, packaging, transportation or storage, which ultimately compromises 
the evidentiary value of the evidence in the court of law. Background noise 
during the analysis of trace evidence can interfere with the identification of 
the elements; to overcome we require expertise and sophisticated analytical 
techniques which can accurately identify the elements with great sensitiv-
ity. Forensic experts handling such evidence should be well-trained in skills 
and knowledge to accurately perform the required analysis with precision. 
There should be universal standardization in the steps of analysis to avoid 
inconsistencies.

Machine Learning in Gait Pattern Analysis

Gait is defined as the movement of the limbs of an organism when it moves 
from one place to another, most animals have a quadruple gait in which they 
use both pairs of limbs, the front and the rear, to move, whereas humans have 
a bipedal gait in which we only use our lower limbs to move. An animals gait 
has been traditionally used to track an organism, mark its movements and 
locate its habitual area, we use gait similarly in the case of forensic science, 
other than this, gait is used in medical science to diagnose neuromuscular 
problems and diseases such as Parkinson’s and cerebral palsy. Gait is also 
used in animation to create human-like movements for graphically devel-
oped characters and in many other fields. In forensics we work with two 
aspects of gait pattern, one is gait impression and the other is using phases 
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of gait that are captured on video cameras and surveillance recordings. 
Traditional methods of analysis had limitations in accurately understand-
ing gait patterns; however, with machine-learning approaches, many new 
potential avenues have been unlocked. These data-driven algorithms have 
proven to be more effective in recognizing patterns and relationships in gait 
data, leading to improved accuracy and efficiency in identifying individuals 
based on their walking styles. Zixuan Zhang et al. explored an effective and 
broadly applicable approach for increasing the durability of triboelectric sen-
sors in motion detection as shown in Figure 2.1 [13].

Sharon Jemimah Peace et al. released research on a pose estimate strat-
egy for gait evaluation using machine learning, highlighting the connection 
between variations in gait patterns and degradation in perceptual and motor 
abilities in the elderly. It emphasized the usefulness of gait analysis in diag-
nosing senility and frailty diseases [14].

The gait cycle occurs with the initial heel contact of either foot and con-
cludes with the subsequent heel contact of the same foot [15]. Hence, a singu-
lar gait cycle encompasses the execution of two distinct steps, wherein each 
step corresponds to either the right or left foot or, conversely, the left or right 
foot. The gait cycle is essentially composed of two distinct phases, namely the 
swing phase and the stance phase [16]. The term ‘stance phase’ describes the 

Figure 2.1  Deep learning enabled gait recognition by wearing sensing socks 
[13].
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time that the foot is in contact with the earth. The swing phase refers to the 
time when the foot is not touching the ground. Examiners are better able to 
pinpoint deviant gait traits when the stance phase and swing phase are split 
into eight distinct stages, referred to as critical occurrences. Then gait cycle is 
divided into eight separate subperiods, cutting between the two phases. [16]. 
The stance phase has five subphases: initial contact, loading response, mid-
stance, terminal stance and pre-swing. The second phase, that is, the swing 
phase has three subphases: initial swing, mid-swing and terminal swing rep-
resented in Figure 2.2 [16].

Gait features can be collected by various methods, which include pho-
tography of gait impressions, video surveillance tapes, ground reaction force 
plates, which record the kinematic features of the gait and wearable sensors. 
Abdul Saboor et al. provide an overview of current developments in gait 
analysis, encompassing aspects such as publication specifics, sample rates, 
machine-learning models (MLMs), wearable sensors and their respective 
placements [17].

The dataset commonly consists of video sequences or time-series data 
that depict the walking pattern of an individual. The preprocessing of infor-
mation is a critical step for obtaining data ready for use in machine-learning 
algorithms. Some potential techniques that could be employed are noise 
reduction, normalization and feature extraction. The process of feature 
extraction entails the identification of pertinent attributes from unprocessed 

Figure 2.2  Classic gate model shows the stance and swing phase [48].
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data, including but not limited to joint angles, step length or temporal factors. 
Feature selection is the process of identifying the most relevant variables for 
a specific task. Due to the large number of dimensions in gait data, various 
extracted features such as stride length, step duration, joint angles, foot pres-
sure distribution and other gait-related metrics are employed in order to select 
the most pertinent and distinguishing aspects. This stage is crucial in direct-
ing the model’s attention towards the fundamental elements of gait patterns, 
resulting in enhanced performance and efficiency. For the process of train-
ing a model, the dataset is partitioned into separate subsets for training and 
testing purposes [18]. The training data is utilized for the purpose of training 
the machine-learning model, whereas the testing data is employed to assess 
its performance. A range of machine-learning algorithms are employed in 
the construction of a gait pattern identification model. Algorithms such as 
support vector machines (SVMs), neural networks, random forests and deep 
learning architectures, such as convolutional neural networks (CNNs), are 
widely employed in various domains. Jayati Ghosh Dastidar et al. used three 
machine-learning models, support vector machines (SVMs), k-nearest neigh-
bours (KNN) and random forest, for the classification of biometric identifi-
cation based on gait parameters analysis from walking video sequences. Gait 
parameters such as heel strike angle, toe-off angle and stride angle were anal-
ysed in the system [19]. The algorithms acquire knowledge from the provided 
training data in order to discern patterns and build correlations between gait 
variables and the unique identities of individuals. During the training phase, 
the model acquires the ability to establish a correspondence between the 
extracted features and the distinct gait patterns of people, relying on anno-
tated data. The evaluation of the trained model involves the utilization of 
distinct datasets to measure its performance, accuracy and ability to gener-
alize. The aforementioned assessment procedure aids forensic professionals 
in refining the model and determining the most appropriate algorithm for 
the given forensic testing objective. Once the model has been validated for 
its accuracy, it can be utilized to discern individuals in practical situations, 
categorize patterns of walking or establish contact between the accused and 
the crime location through the examination of the gait marks.

The application of machine-learning techniques has enabled forensic 
professionals to automate and optimize the process of analysing gait patterns. 
Algorithms possess the capability to examine extensive datasets with more 
efficiency and accuracy in comparison to conventional methodologies. In 
addition, the impartiality of machine learning mitigates the inherent biases 
linked to human visual evaluations, hence enhancing the dependability and 
credibility of findings in the field of forensic investigations.
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Machine Learning in Paint Evidence Analysis

The term ‘paint evidence’ encompasses paint residue or fragments discov-
ered at crime scenes, on automobiles or on other things that may be associ-
ated with illegal actions [7]. The analysis of paint evidence can yield valuable 
insights pertaining to several characteristics, including but not limited to the 
type of paint, its composition, colours, texture and the manner in which dif-
ferent layers of paint are arranged [20]. When subjected to thorough analysis, 
paint evidence has the potential to facilitate the establishment of correlations 
among suspects, victims and crime scenes. Paint residue can be found at 
the location of various incidents, such as hit-and-run accidents, burglaries, 
assaults and so on. Paint residue can be found in the form of chips or streaks 
on clothing, vehicles or items, or it may be present in a loose state at the site. 
Furthermore, there is a possibility of paint transferring between two cars, a 
vehicle and an object or two objects [21]. Using machine learning in paint 
sample analysis helps us to negate the chances of damage to evidence, as paint 
samples are usually very brittle in nature and analysing them under scan-
ning electron microscopy (SEM) and other microscopic examination carries 
a risk of breaking the sample itself, whereas in machine learning approaches 
we can analyse the paint chips and the hue marks via photographs taken 
and through the algorithm. Paint samples have one question in common and 
that is whether this questioned sample is the same as that of control or is the 
same as that used in a particular car or model of vehicle, for this we often 
need to match the sample results against the paint data query which can be a 
tedious task done manually but with machine-learning algorithms, the algo-
rithms have already been trained on the dataset so they can give a similarity 
score automatically. Although current algorithms cannot replace analytical 
techniques such as Gas Chromatography-Mass Spectrometry (GC-MS) and 
Fourier transform infrared spectroscopy (FTIR), training machine learning 
models on their results can produce similarity scores and can allow for lim-
ited prediction of paint composition .

The aforementioned skill possesses the potential to make a substantial 
contribution to criminal investigations by perhaps facilitating the identifica-
tion of suspects or establishing connections between crime scenes. Francis 
Kwofie et al. analyzed automobile paint samples using a machine-learning 
technique from 26 vehicles to identify the manufacturer and make and 
model of the vehicle, as shown in Figure 2.3 [22].

Paint analysis with machine-learning algorithms involves a few steps, 
which include data collection from the scene or object involved in the crime 
and the clothes of the person, if any, involved. Machine-learning algorithms 
have been used to develop a pattern recognition approach that combines 
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infrared spectral libraries with cross-correlation search algorithms. This 
improves the accuracy of the search and the comparison of the original 
equipment manufacturer (OEM) of automotive paint layers using IR spectra 
alone [23].

The initial steps for sample processing involve preprocessing of the sam-
ple, this helps us to remove noise, variance and other useless information. 
Paint samples vary in their composition, colour, texture and age. Data prepro-
cessing helps form a better feature extraction process. The feature extraction 
process involves using numerical values to characterize the paint samples. 
Histograms, pigment composition, spectral reflectance and particle size dis-
tribution, are possible features that could be considered for paint samples 
and other pertinent factors. Next comes the data preparation process which 
involves arranging the dataset of already identified samples and categorizing 
on the basis of their source of origin to be divided into two sets for training 
and testing in an 80:20 ratio various machine-learning algorithms such as 
support vector machines (SVMs), k-nearest neighbours (KNN), random for-
ests and neural networks can be used. This training dataset can be labelled 
for supervised learning methods and non-labelled for unsupervised learning 
methods.

In this case, the trained model is assessed by means of the testing dataset 
aimed at evaluating the model’s accuracy, precision and recall. All predic-
tions are composed of the entirety of positive (P) and negative (N) examples. 
P is composed of TP and false positives (FP), and N is composed of TN and 

Figure 2.3  Forensic paint chip examination using a machine-learning model 
[22].
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false negatives (FN). Thus, we can define accuracy as ACC = TP + TNTP + 
TN + FN + TP = TP + TNP + N. Thus, such techniques are aimed at evalu-
ating the results of a model on different divisions of data and are used quite 
often. Once this model is proven to work, it can then be used towards the 
interpretation of paint samples collected from crime scenes or any other 
object.

The application of automated learning methods for the analysis of foren-
sic paint evidence allows the handling of data originating from various 
sources. Spectroscopic analysis covers a broad spectrum of techniques such 
as FTIR (Fourier transform infrared spectroscopy) and Raman spectroscopy 
that are used to obtain spectra from paint samples [24]. Kwofie et al. have 
demonstrated that it is feasible to obtain infrared spectrum data of all four 
layers of the cross-sectioned unbroken multi-layered OEM paint chip in a 
single examination. This is carried out by restoring the whole structure in the 
infrared (IR) transmission mode employing an infrared transmission micro-
scope [22]. Spectra can then be analyzed using machine-learning methods in 
an attempt to be able to get a much deeper insight into the microscope and its 
composition and characteristics of the paint layers are determined by analyz-
ing paint samples. Microscope employing imaging in addition to microscopy 
techniques. For instance, in a situation where one has to compare various 
samples of paint, it is easy to have automated systems or machine-learning 
models to analyze images of tissues at the microscopic level and then deter-
mine certain attributes. For the identification of paint samples and to deter-
mine the elemental content then techniques such as SEM with EDS is a useful 
technique that integrates scanning electron microscopy (SEM) with energy 
dispersive X-ray spectroscopy (EDS). People assumed that with the applica-
tion of machine-learning approaches, it would be beneficial to perform com-
plex chemical data analysis to identify the sources of paints.

Machine Learning in Soil Evidence Analysis

Soil evidence refers to the analysis of soil samples collected from crime scenes 
or associated with suspects, victims or objects involved in a crime [25]. ‘Soil 
evidence is often a silent witness to a crime’, these words underscore the 
remarkable potential that soil evidence holds within the realm of forensic 
investigations. Like a quiet observer, soil can bear witness to the unfolding 
of a crime, capturing vital information that may otherwise remain hidden. 
One of the foremost strengths of soil evidence is to reveal information about 
the origin of a suspect. Soil is not uniform; it carries distinct characteristics 
depending on its location. Every region, and often sub-regions within regions, 
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possesses unique soil compositions. Thus, when soil samples are collected 
from a suspect’s person, clothing or vehicle, they can provide a geographi-
cal location or geographic fingerprint that links the individual to a specific 
area or even a particular crime scene [26]. This association can be essential 
in verifying or challenging a suspect’s alibi. The Lindbergh Kidnapping Case 
(1932) is a case in which the child of Charles Lindbergh was kidnapped from 
their home in New Jersey. Soil evidence was crucial evidence in this case 
which is proven effective in solving this case. Soil found on a ladder used in 
the kidnapping was analysed and traced back to a location near the home of 
Bruno Hauptmann, who was subsequently arrested and convicted. The case 
is a landmark example of how soil evidence can link a suspect to a crime 
scene.

However, despite its potential, the analysis of soil evidence traditionally 
relied on manual methods. Vung Pham et al. examined soil spectral infor-
mation using portable X-ray fluorescence (pXRF) spectroscopy in conjunc-
tion with machine learning or deep learning algorithms for predicting soil 
attributes, as shown in Figure 2.4 [27].

Figure 2.4  Soil profiling using machine/deep learning approaches [27].
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Forensic scientists would painstakingly compare the physical and chem-
ical properties of soil samples, a process that is both time-consuming and 
susceptible to human error. Recognizing these limitations, the integration of 
machine learning (ML) into soil evidence analysis has accompanied a new 
era of forensic science. The following are the contributions of machine learn-
ing to the field of forensic science:

Pattern Recognition: Due to their capability of identifying complex 
patterns in the data, ML algorithms are useful in the analysis of 
large datasets. This ability proves highly useful in the context of soil 
evidence analysis. Soils collected from different sites may appear to 
be similar when tested for physical properties but they are differ-
ent. This generated data are then analysed by different ML models 
which on the basis of feature extraction can differentiate between 
particle size, distribution, mineral content and other organic matter. 
For example, the presence of certain minerals and ores can be help-
ful in identifying the source of a particular region.

Source Attribution: Establishing the origin of a soil sample is one of 
the primary goals of forensic soil analysis. ML greatly improves this 
process. Based on the database of soil profiles, the ML algorithms 
can carry out the search for compositions similar to the sample. 
Such a comparison neglects the time taken by a manual approach 
and is data-driven. The end-product therefore has a higher degree of 
accuracy in relating the collected soil sample to its probable source. 
When other approaches can be inconclusive, ML can give a more 
clear-cut answer, which can assist in linking evidence to places.

Geospatial Analysis: The geospatial analysis in soil evidence analysis 
involves the integration of both the physical properties of the soil 
samples and geographical data. This fusion is a unique strength of 
each machine-learning algorithm. Explaining these ideas, it is pos-
sible to state that the machine-learning algorithm can estimate the 
geographical origin of a sample with high accuracy if it regards not 
only the chemical and mineralogical composition of the soil sam-
ples but the geographic information related to the samples as well. 
This capability is especially important when the exact location of the 
crime scene is not well-known or when there is a dispute about its 
location. Machine learning on its part can correlate soil composition 
with geographical information to possibly cut down the list of likely 
crime scenes, thus saving time and effort in investigations. Chandan 
and Ritula Thakur have made a comparative analysis of the assess-
ment of the classification of soil with the methods that are based 
on the use of machine learning for identifying many distinguishable 
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characteristics such as moisture content of the soil nutrients found 
in the soil, the physical structure of the soil, the state of the soil, the 
pH value of the soil and the consistency of the soil [28].

Data Integration: In forensic investigations, the analysis of different 
kinds of evidence is commonly conducted. The ability to compile 
types of evidence is a major advantage of ML. In the context of soil 
evidence, this implies integrating the soil data with other forms of 
evidence for instance tyre impressions, footprints, DNA samples or 
even eyewitness testimony. The combination of these various sources 
of information gives a much fuller and more rounded picture of the 
crime scene. For instance, the soil type may be matched with a tyre 
impression to make a stronger association between the suspect’s car 
and the crime scene, making the evidentiary and investigative merit 
of the soil higher.

Some of the cases that have demonstrated the ability of machine learning 
in soil evidence are presented below. For instance, in a hit-and-run accident 
investigation, soil samples were analysed using machine-learning algorithms 
and the results were compared with the samples collected from the suspect’s 
vehicle and the result led to the successful identification of the involved 
vehicle.

In another case, a missing person’s investigation involved the applica-
tion of machine learning in analyzing soil samples detected on the clothes 
of the missing person. When integrated with geospatial data, one can easily 
pinpoint the area of interest and in this specific case, the investigators were 
able to find the victim.

Machine Learning in Glass Evidence Analysis

Forensic experts bear a significant responsibility in the processing of foren-
sic evidence to gather essential information aiding criminal investigations. 
Glass, as a tangible piece of evidence, is commonly encountered in a range 
of criminal activities, including burglary, road accidents, homicide, sexual 
assault, shooting events, arson and vandalism. The fragments of shattered 
glass resulting from a broken window have the potential to become embed-
ded in the footwear or clothing of individuals involved in a burglary [29]. 
Similarly, the presence of minute particles of headlight glass discovered at the 
location of a hit-and-run incident can provide valuable evidence that verifies 
the identification of a suspected vehicle. Furthermore, glass traces may also 
be spotted on the clothing of the suspect, particularly in cases where a bottle 
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is utilized as a weapon. Moreover, in illustrations of violence, glass objects 
such as bottles, window pane glass, mirrors, eyeglasses and other similar 
items may unintentionally shatter, resulting in pieces that could potentially 
attach themselves to the perpetrator’s attire or footwear [30]. Glass fragments 
possess the unique ability to connect shattered objects to crime scenes, vic-
tims and potential suspects, providing insights into the circumstances sur-
rounding the ‘how’, ‘when’ and ‘what’ of an incident [31]. These minute glass 
fragments readily adhere to articles such as clothing, shoes, hair, skin and 
various objects, making them a valuable resource in forensic analysis.

Traditionally, the investigation of glass evidence in the discipline of 
forensic science relied on careful manual scrutiny. These encompass tech-
niques such as refractive index (RI), density gradient analysis, physical 
attribute matching and advanced microscopy [32, 33]. Moreover, there is 
an increasing tendency among forensic scientists, researchers and inves-
tigators to utilize elemental analysis as a technique for examining glass 
particles. Various elemental analysis techniques are employed in scientific 
research, such as laser ablation inductively coupled plasma mass spectrom-
etry (LA–ICP–MS), particle-induced X-ray emission (PIXE), scanning elec-
tron microscopy with energy-dispersive X-ray spectrometry (SEM–EDS) 
[34], instrumental neutron activation analysis (INAA) and prompt-gamma 
activation analysis (PGAA) [35]. Grzegorz Zadora discusses the classifica-
tion of glass fragments based on their elemental composition obtained by 
SEM coupled with an energy-dispersive X-ray spectrometer instrument and 
refractive index values and compares the efficiency of likelihood ratio-based 
methods to other classification methods such as support vector machines 
and naive Bayes classifiers [36]. However, the introduction of machine learn-
ing (ML) has revolutionized this practice, resulting in improved precision 
and effectiveness in the analysis of glass evidence. Ruthmara Corzo et al. 
evaluated the forensic glass evidence collected from automotive windshields 
using refractive index, micro–X-ray Fluorescence Spectroscopy (µXRF) and 
laser-induced breakdown spectroscopy (LIBS) the data from this is shown in 
Figure 2.5 [37].

The Significance of Glass Evidence: Glass evidence incorporates vari-
ous aspects of forensic investigations. It can originate from broken windows, 
shattered bottles or even gunshot damage, offering critical information in 
criminal cases [30].

Source Attribution: Because different types of glass have various quali-
ties, it is possible to determine the origin of a certain glass shard. 
This can assist detectives in tracing the origin of a shattered window, 
a weapon or even the glass of a vehicle.
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Trajectory Analysis: Glass fragment trajectory analysis is a method 
used to replicate the path taken by bullets or projectiles that caused 
the glass to shatter. Forensic professionals can uncover vital infor-
mation about the direction and location of impact by meticulously 
examining the patterns and intricacies of glass fracture.

Connecting Suspects with Crime Scenes: Forensic glasses are a link 
between the suspects and scenes of the crimes. Whenever glass par-
ticles are traded on the clothes or the shoes of a suspect, then they 
turn into very persuasive incriminating materials, more so when 
they are of the same type as those found at the designated crime 
scene.

Identifying the Type of Glass: Common glasses such as float glass or 
tempered glass have different types of fracture properties. Based on 
this unique pattern of glass fracture a forensic expert can identify the 
type of glass involved in an occurrence.

Role of Machine Learning in Glass Evidence Analysis: Machine learning 
has brought a new dimension to the analysis of glass evidence in forensic sci-
ence. The following are the contributions of machine learning in the field of 
forensic science:

Pattern Recognition: Machine-learning algorithms are useful in iden-
tifying complex patterns in a large database. They can study the 
fracture pattern of fragments of glass in the case of glass-related 
incidents. Machine learning can help in identifying the type of force 
or projectile that was used in the incident based on the characteristic 
of breakage that may be valuable in reconstructing the crime scene.

Figure 2.5  Forensic glass evidence examination using refractive index, micro–
X-ray fluorescence spectroscopy (µXRF) and laser-induced breakdown spectros-
copy (LIBS) data [37].
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Source Attribution: Machine-learning algorithms specialize in com-
paring the distinguishing features of glass pieces to a large and 
detailed database of known glass samples. This capacity provides 
forensic scientists with a useful tool for determining the origin of 
a given glass fragment with exclusive precision. Machine learning 
provides a rigorous system to determine source attribution, whether 
it determines the brand of a window, identifies the manufacturer of 
glass items or even the specific make and model of a vehicle from 
which the glass originates. This not only improves the forensic 
investigator’s ability to track evidence back to its source, but it also 
improves the forensic investigator’s ability to distinguish among 
apparently identical fragments of glass.

Trajectory Analysis: Machine learning aids in the difficult task of 
reconstructing the trajectory of bullets or projectiles that caused glass 
shattering [38]. Machine learning assists investigators in determin-
ing the angle and direction of the shooting by examining the place-
ments of glass fragments, impact sites and other pertinent factors. 
This procedure solves the unresolved issues surrounding shooting 
occurrences by providing investigators with the invaluable ability to 
determine the precise path taken by projectiles. This, in turn, offers 
important insights into shooting situations, leading to the formation 
of a thorough picture of the crime scene.

Linking Suspects: Machine learning is being used to compare glass 
evidence found on suspects’ clothing, footwear or personal belong-
ings with fragments carefully collected from crime scenes. Machine-
learning algorithms systematically evaluate the data for matches, 
and when such links are made, they give a solid platform for legal 
processes to proceed with certainty. As a result, significant relation-
ships between suspects and criminal activity have been discovered.

Forensic glass evidence has been widely used in several forensic investiga-
tions as a decisive factor in solving criminal cases and the delivery of justice. 
Machine learning has revolutionized the profession when integrated into the 
analysis of glass evidence and forensic specialists have been able to extract 
deeper information with accuracy and efficiency. Considering the advance-
ment in technology, there is a combination of machine learning (ML) and 
forensic science, which offer the probability to enhance the accuracy and 
effectiveness of investigations. This, in turn, may help in the achievement of 
justice and provide answers to victims and their loved ones. Glass has not 
only clarity but also the capacity to show the truth in even the most compli-
cated criminal cases and, thus, is the gateway to the past.



36 ﻿﻿Machine Learning in Forensic Evidence Examination

Advantages of the Approaches

Forensic investigators can benefit from machine-learning techniques as they 
are capable of handling huge datasets related to investigations much more 
efficiently than conventional methods. The rapid development of artificial 
intelligence technologies helps assist law enforcement agencies and forensic 
experts, police personnel in not only detecting crimes but also in preventing 
and predicting them [2]. Machine-learning algorithms are designed to iden-
tify crime patterns and discover suspicious anomalies, forecast future crime 
locations, evaluate criminal risk factors and reveal criminal networks [39]. 
Machine-learning models can be trained to automatically sort and classify 
different types of trace evidence. For example, in hit-and-run cases, it can 
automatically tell from which model of vehicle the paint chip may come from 
or what type of fibres are used. It is quick and gives more accurate results. 
Machine learning is able to function with greater efficiency since its perfor-
mance is not affected by subjective judgement, it never becomes exhausted, 
and it is not influenced by sentiments [40].

Disadvantages of the Approaches

The implementation of machine learning carries inherent risks which gives 
unexpected negative outcomes [41]. It is complex, expensive and has the poten-
tial for showing bias similar to that of a human forensic expert, dependent 
upon the type of data utilized to train the machine learning model [42​–44]. 
The use of AI in evidence analysis carries a probability of giving rise to either 
false positives or false negatives, which could have major implications for both 
suspects and victims [44]. Obermeyer et al. discovered indications of racial bias 
in a healthcare algorithm which has the data of 200 million people [45].

Future Aspects of Machine Learning

Machine learning has the capacity to improve the manner through which 
forensic experts examine evidence [38]. The future of machine learning in 
trace evidence examination holds the potential to transform forensic science. 
The relationship between technology developers and forensic professionals 
will play a crucial role in creating ethical, legitimate and effective applica-
tions of machine learning in the complex field of trace evidence analysis 
[41]. In contrast to human learning, machine learning is primarily advanta-
geous due to its capacity to process vast quantities of data, identify patterns 
and operate more effectively in environments that are less predictable [46] 
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Furthermore, it is being employed to enhance the overall productivity and 
efficacy of forensic laboratories. AI-powered software can accelerate as well 
as improve evidence processing in laboratories by automating routine activi-
ties and advancing work processes which enables labs to effectively meet the 
growing requirements of contemporary criminal investigations [47].
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Introduction

While writing started as a medium of communication, handwriting also 
evolved as an important biometric tool for individualization with the passage 
of time. And thus the concepts of forgery and document fraud were understood 
and defined in due course. Detection of forgery became a prevalent practice 
in most countries across the world from very early times. Handwriting iden-
tification and forgery detection dates back to 539 AD and as such it predates 
several other forms of forensic science disciplines by centuries. With more 
people practising and doing research, the discipline became more formal-
ized and treatises were published for examination and identification param-
eters, protocols and benchmarks. In 1910, Albert S Osborn mentioned how 
the examination of handwriting had become more scientific and had slowly 
done away with empiricism. However, the science and practice of document 
examination still largely rested on the knowledge, skill and experience of the 
handwriting experts or forensic document examiners (FDE) [1].

Technology-led disruptive innovation has brought about significant 
transformation in all walks of life. The tale of technology has left humans 
speechless and coveting more technological innovations to achieve effortless 
operation of complicated tasks. The remarkable contribution of technology 
can be envisaged with the technological progress that we have made during 
the past century, which has led to substantial development for mankind. The 
introduction of 3D printers, robotic machinery to automate manual opera-
tions at factories and self-driven cars are some of the revolutionary examples 
of technologies developed by man which has enhanced the quality of human 
life and the processes they undertake.
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Potential Applications of ML in QD Examination

The dawn of the creation of intelligent machines began with the intro-
duction and boom of artificial intelligence which works on the model of 
manufacturing intelligent machines that can mimic human intelligence, 
thereby improving its overall efficiency and accuracy. A subset of artificial 
intelligence is ‘machine learning’. This deals with enabling a system to make 
decisions based on previous interactions and patterns. Therefore, machine-
learning algorithms work on training the system using various types of 
structured and unstructured data/datasets, to equip the system with the 
intelligence to solve problems and learn from the same. The applications of 
AI–ML-driven technologies extend to various sectors and domains world-
wide. From AI-powered assistants that work on the models of natural lan-
guage processing to the development of sophisticated machines for aiding 
medical assistance (detection and reporting of cancer cells), the implementa-
tion of AI–ML technologies has established itself as an indispensable tech-
nology of the future [2].

It has impacted the ways of crime commission and has also, at the same 
time, forced the investigators to adopt counter-technological tools to detect 
such crimes. The advent of artificial intelligence (AI) and machine learn-
ing (ML) are big capability boosters that have led to several innovations and 
promises to continue their dominance in almost all spheres of human inter-
vention including forensics and questioned documents examination [3]. In 
the realm of forensic questioned document examination, where the delicate 
interplay between science and law seeks to unravel the mysteries embedded 
in handwritten and printed artifacts, the advent of machine learning pres-
ents a transformative paradigm shift. This chapter extensively addresses the 
fast-paced growth of machine learning applications in the forensic examina-
tion of questioned documents. This includes the immense possibilities that 
machine-learning techniques bring along with them in terms of improve-
ment in the speed of examination, its precision, as well as reduced bias while 
examining the documents [4]. It fundamentally refers to a blend of technol-
ogy, forensic science and law to enable the analysis of documents and their 
admissibility in the legal framework. The applications of machine learning 
will continue to improve and be finetuned with human intelligence and its 
increasing interference in augmenting artificial competences. While capa-
bility augmentation takes place and may appear to revolutionize policy and 
practices, it is important to understand and strike a balance between human 
intelligence, expertise and computing prowess for probing the forensic truth 
or facts under question [5].

Forensic document examination, until about a decade ago, primarily 
focused on issues related to the examination and identification of forgery, 
handwriting, signatures, altered documents, erasures, and the analysis of 
paper and ink. This field required a deep understanding of the physical and 
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chemical properties of paper, ink, toner, and handwriting characteristics to 
effectively differentiate between genuine and forged documents. Mechanical 
impressions such as typewritten documents, seals, stamps, etc., were another 
crucial class of documents examined in larger volumes through manual 
endeavours. However, with the increasing volumes of digital and physical 
documents, there is an urgent need for sophisticated tools that can handle 
the scale and complexity of forensic examinations [6, 7].

The science of machine learning is an artificial intelligence field that 
enables computers to learn from data patterns and make predictions or deci-
sions without having to be given specific instructions [8]. Forensic document 
examination works in harmony with machine learning, poised to transform 
the field by augmenting traditional methods with advanced computational 
capabilities [9]. Machine learning trains forensic experts on algorithms and 
computational models as tools that can speed up document analysis, avoid 
vagueness and identify hidden details that could be missed by human eyes.

Machine Learning Fundamentals

Machine learning is a part of artificial intelligence where systems can learn 
and enhance their performance through experience without direct pro-
gramming. The core idea of machine learning involves using algorithms and 
statistical models, allowing a system to execute tasks without the need for 
explicit programming, as mentioned by Biswas and Shreemoy in 2019.

While human expertise in identifying handwriting and document 
characteristics is crucial for distinguishing genuine documents from forg-
eries, machine learning algorithms can be trained to detect even the minut-
est details, map patterns, and notice inconspicuous anomalies and features 
that are beyond the manual limits of detection. This advancement leads to 
improved accuracy, efficiency, and reliability in forensic findings related to 
document analysis.

Applications of Machine Learning in 
Forensic Document Examination

Handwriting Analysis: The handwriting of every individual is unique and 
forms the basis of individual identification or fixing authorship. From picto-
rial appearance to class characteristics to individual characteristics, there are 
a lot of features which can be observed and compared between questioned 
and standard handwriting samples to arrive at a genuineness or authorship 
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conclusion. Machine-learning algorithms can also be trained on a large 
number of datasets of a variety of handwritings to pick up the forensic mark-
ers for the distinction of forged from genuine and identify the author of a 
given handwriting sample. The machine-learning capabilities can differenti-
ate between natural variations and fundamental differences for identifying 
potential forgeries and can also differentiate one writer from another or iden-
tify one writer from among a group of writers based on important forensic 
markers of individuality in handwriting.

Authorship attribution with dееp lеarning modеls and еspеcially nеural 
nеtworks and rеcurrеnt nеural nеtworks (RNNs) prеsеnts unparallеlеd 
capabilitiеs. Through thе procеssing of еxtеnsivе tеxtual data thеsе modеls 
can discеrn subtlе nuancеs in writing stylеs, contributing to morе accu-
rate dеtеrminations of documеnt authorship. Thе ability of dееp-lеarning 
modеls to lеarn intricatе pattеrns in thе way individuals еxprеss thеmsеlvеs 
in tеxt еnhancеs thеir еffеctivеnеss in authorship attribution tasks, making 
thеm powеrful tools in forеnsic documеnt analysis.

Signature Verifications: Signature verification is another very impor-
tant and voluminous forensic task in document examination. Signatures are 
examined for specific class and individual characteristics, natural variations 
and inherent signs of forgery to establish whether it is a genuine or forged 
signature. Machine-learning models can be trained on a large and diverse 
group of genuine and forged signatures to help them learn the specificities 
and distinct characteristics of either type so that they not only examine but 
bring about higher accuracy, speed and efficiency in forensic examination of 
questioned signatures.

Convolutional neural networks (CNNs) have demonstrated high effec-
tiveness in signaturе vеrification tasks. Whеn trainеd on datasеts that 
includе both authеntic and forgеd signaturеs and thеsе modеls can auto-
matically idеntify and еxtract rеlеvant fеaturеs. This capability еnhancеs 
thе accuracy of distinguishing bеtwееn gеnuinе and fraudulеnt signaturеs. 
CNNs еxcеl in capturing spatial hiеrarchiеs and pattеrns and making thеm 
wеll suitеd for tasks such as signaturе vеrification in forеnsic applications.

Text Analysis: Besides handwriting and signature examination some-
times the forensic examination of text in a document itself can reveal a lot 
of important facts about its originality, authorship or possible tampering. 
The pattern, writing habits, choice of words, misspellings, margin, start and 
finish, etc., can be helpful under the umbrella of examination of forensic sty-
listics of the text or content. Machine-learning algorithms, if trained for such 
examinations on extensive datasets, can be extremely helpful in figuring out 
the consistency or unusual departures from the norm.

Rеcurrеnt nеural nеtworks (RNNs) and thеir spеcializеd variant and 
long short-tеrm mеmory (LSTMs) nеtworks and play a significant role in 
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tеxtual contеnt analysis. Thеsе modеls еxcеl in analyzing thе sеquеntial 
naturе of languagе and allowing thеm to idеntify pattеrns and anomaliеs 
that may indicatе documеnt tampеring or forgеry and as highlightеd by 
thе work of [10]. Thеir ability to capturе dеpеndеnciеs in sеquеntial data 
makеs thеm valuablе tools in forеnsic applications for uncovеring linguistic 
pattеrns that may suggеst altеrations or inconsistеnciеs in documеnts.

Ink and Paper Analysis: Several cases in questioned documents call 
for analysis of ink as well as writing surface. ML algorithms can be trained 
to tackle and examine problems pertaining to ink and paper such as their 
physical properties, age of documents, type of material used, etc. Answers to 
these questions would be crucial in determining forgery, tampering, ageing, 
etc. [11].

Forgery Detection Leveraging Deep-Learning Models

Dееp-learning models are capable of learning and processing complex and 
difficult patterns, which can be crucial in detecting forgeries in documents 
encompassing handwriting characteristics, personal styles, ink properties or 
other document-related specificities which can be instrumental in reaching 
the conclusion of whether a particular document has been forged or tam-
pered or not. Their ability to discern subtle details and patterns еnhancеs 
the accuracy and efficiency of identifying fraudulent documents and making 
them valuable tools in forensic document examination.

Machine Learning Techniques for Signature Validation

One of the most frequent tasks in forensic document analysis is signature 
verification. Its goal is to ascertain whether a signature under suspicion cor-
responds with known signature samples. One way to look at the process from 
the perspective of automating it is as a machine-learning problem based on a 
population of signatures [12, 13].

Machine Learning tasks fall into two categories: Person-dependent 
(also known as special) learning and person-independent (also known 
as general) learning. A population of authentic and counterfeit signatures 
belonging to several persons provides general learning about the distinctions 
between authentic and counterfeit signatures for all individuals. Comparing 
a questioned signature to one authentic signature is possible using the gen-
eral-learning model. Through several samples of just that person’s signature, 
special learning is able to identify within-person similarities in a person’s 
signature [14].
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Validating the genuineness of signatures is the most common activity 
in the field of forensic document analysis The inquiry about the validity of a 
signature—does this questioned signature (Q) match the known, real signa-
tures (K) of this subject is the one that comes before a document examiner 
the most frequently. When rendering a determination in forensic casework, 
a forensic document examiner, often referred to as a questioned document 
(QD) examiner, draws on years of experience analysing signatures [15]. 
This can be lengthy, challenging and prone to human bias. Thus, the task 
of automating the verification of signatures as a machine-learning problem 
makes sense. The ability of a program to learn from examples improves as the 
number of examples rises, this is considered its machine-learning capability. 
Determining the authenticity of a questioned signature is the performance 
task of signature verification [16].

The key is to distinguish between variations that are authentic and those 
that are counterfeit [17]. To put it simply, the learning challenge is to learn a 
two-class classification issue where the input is the difference between two 
signatures. Comparing the disputed signature to every known signature 
completes the verification operation. One way to conceptualize the general 
learning issue is as a learning process whereby near misses serve as counter-
examples [18].

Learning from authentic examples of a specific individual is the main 
goal of special learning. Finding out how each genuine signature in the class 
differs from the others is the main goal. Determining whether or not the 
questioned signature belongs to that class is the verification job, which is 
effectively a one-class problem.

The available information on automated techniques for verifying signa-
tures is sporadic. It’s also important to consider automatic writer verification 
techniques, which include figuring out if a handwriting sample rather than a 
signature was indeed written by the specified person [19]. Identification is the 
process of figuring out who, among a particular group of people, could have 
written the material in question. The challenges of handwriting identifica-
tion and verification are similar to those of biometric identification and veri-
fication, about which a substantial body of literature exists. Recently, there 
has been talk of using a machine-learning approach for biometrics. ​

Feature Extraction and Similarity Computational Approach

Since every human being develops distinct penmanship tendencies that 
serve as a representation of their signature, signatures are trusted for iden-
tification. Therefore, two algorithms, one for extracting characteristics and 
the other for comparing the similarities between two signatures based on 



47Potential Applications of ML in QD Examination﻿﻿

those features, are at the core of every automatic signature verification sys-
tem as brief in Figure 3.1. Features are the components that make something 
special. Such features are known as discriminating elements or elements of 
comparison in QD literature. The quantity of components in a specific per-
son’s samples may vary, and the combination of elements has a higher dis-
criminating power [20].

Ticks, curve smoothness, pressure change smoothness, positioning, 
expansion and spacing, writing top and base, angulation/slant, overall pres-
sure, pressure change patterns, macro forms, variations, connective forms 
and micro-forms are examples of these elements used by a human docu-
ment examiner. Higher-level features such as rhythm, shape and balance are 
determined by basic characteristics such as speed, proportion, pressure and 
design.

The literature’s descriptions of automatic signature verification tech-
niques make use of a wholly distinct set of attributes. While some, such as 
wavelets, are focused on the texture of the picture, others concentrate on the 
geometry and topology of the signature image. Wavelet descriptors, projec-
tion distribution functions, extended shadow code and geometric features 
are some of the feature types employed for signature verifications [21].

GSC Features

Gradient structural and concavity (GSC) features assess an image’s local 
scale characteristics; structural features measure an image’s intermediate 

Figure 3.1  Machine-learning techniques helping QDE computational data 
management process.
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scale characteristics; and concavity can measure an image’s properties 
throughout its whole scale. In line with this theory, three different feature 
maps are created, and each cell’s corresponding local histograms are quan-
tized into binary features. An example of a signature is displayed with a 4×8 
grid superimposed on it to extract GSC features; the grid’s rows and columns 
are created using the distributions of black pixels in the horizontal and verti-
cal directions. Global word form features [22, 23] comprising 1024 bits that 
are produced by concatenating 384 gradient bits, 384 structural bits and 256 
concavity bits have been recovered from these grids, as seen in Figure 3.2.

The strength of the match between two signatures is indicated by a 
score that is calculated using a similarity or distance metric. The paired 
data is transformed from feature space to distance space using the similarity 
measure.

Algorithm Formula

	 D X Y S S S S S S S S S S, / ( )( )( )( )= − −
1
2

211 00 10 01 10 11 01 00 00 10+ + + 	

Below is a Python algorithm for signature grid method verification:

from sklearn import svm
from sklearn.model_selection import train_test_split
from sklearn.metrics import accuracy_score
from sklearn.preprocessing import StandardScaler
# Assuming ‘X’ is your feature matrix and ‘y’ is the corresponding 

labels (0 for genuine, 1 for forged)

Figure 3.2  1024-bit binary features vector.
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# X_train, X_test, y_train, y_test = train_test_split(X, y, test_
size=0.2, random_state=42)

# Feature scaling
scaler = StandardScaler()
X_train_scaled = scaler.fit_transform(X_train)
X_test_scaled = scaler.transform(X_test)
# SVM classifier
clf = svm.SVC(kernel=‘linear’)
clf​.f​it(X_train_scaled, y_train)
# Prediction
y_pred = clf.predict(X_test_scaled)
# Evaluation
accuracy = accuracy_score(y_test, y_pred)

print(“Accuracy:”, accuracy)

Global Research Advancing the Application 
of ML in QD Examination

Some of the better outcomes of leading research in the field of AI–ML con-
vergence in QD analysis are listed in the following subsections.

Conventional Machine Learning–Based Classification

The incorporation of traditional ML models into forensics document exami-
nation has advanced significantly, particularly in the utilization of bit num-
ber models for classification purposes. The integration of bit number models 
within the conventional ML frameworks can offer advantages in terms of 
document classifications if the scientific intricacies behind this integration 
are properly understood [24, 25].

Support Vector Machines (SVMs) with Bit Number Models

In a binary classification SVM, the decision boundary is represented as a 
hyperplane: =0+11+2+2+ … +f(X)=β0​+β1​X1​+β2​X2​+ … +βn​Xn​.

The objective is to find the β coefficients that maximize the margin 
between classes.

Support vеctor machinеs (SVMs) are renowned for their ability to man-
age intricate data and can be improved by incorporating bit number modеls. 
In bit number modеls all features are represented in a binary format, where 

http://www.clf.fit
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each bit functions as a distinct feature. This methodology еnablеs SVMs to 
effectively analyze and categorize documents by leveraging detailed bit-level 
patterns. This becomes particularly valuable in situations where a high-
dimensional feature representation is necessary.

Decision Trees Utilizing Bit Number Models

Decision trees make decisions by splitting data based on features. The for-
mula for predicting the target variable Y in a decision tree is based on a series 
of conditions:

Y = f (X1​, X2​,…,Xn​)

Each condition represents a split based on a specific feature, guiding the tree 
to a final prediction.

The decision trееs have special abilities towards spontaneous classifica-
tion of data and this can be further augmented by using the binary features 
of bit number models through integration of both. This added capability of 
employing binary features at the bit level makes the decision trees capable 
of accurately mapping and discriminating the patterns and characteristics 
within the questioned document at the time of examining it. Consequently, 
more precise and accurate results can be obtained through this integrated 
model of decision tree and bit number model [26].

Random Forests Enhanced by Bit Number Models

The unitary decision tree models can collectively generate the random for-
est model. As the word signifies, many trees together create a forest. In this 
case, prediction from each of the individual trees is also collated to create 
a combined prediction under the model of random forest. To perform the 
task of classification, the model considers the majority vote as shown below 
mathematically:

mode Y = mode {Y1​, Y2​,…, Yk​}

For regression, it could be an average.
As the decision tree model could be enhanced by integrating it with the 

bit number model, similarly, the random forests can also be enhanced by 
integrating it with bit number models for better learning and output. In such 
a situation, each decision tree component of a random forest model will facil-
itate processing the binary features at the bit level and later will be aggregated 
to give a collective insight. This integration, therefore, strengthens the ran-
dom forest for dealing with and classifying complex, long and diverse data 
sets in suspected documents [27].
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Naive Bayes with Bit Number Models: For the purpose of textual or 
document content analysis, naive Bayes classifiers can be used when aided 
by bit number models. This integrated model facilitates the representation of 
linguistic characteristics in the binary template and allows the naive Bayes 
model to recognize the linguistics or characteristic patterns at a granular 
level. This enables the collated model to detect forgery, tampering or author-
ship attribution.

K-Nearest Neighbours (KNN) with Bit Number Models: The task of 
document classification as well as mapping forensically important patterns 
and characteristics for addressing the problems pertaining to questioned 
documents examination can be effectively performed with the k-nearest 
neighbours (KNN) in combination with bit number models.

KNN performs this task by classifying the data points based on the 
majority class among their k-nearest neighbours. For a binary classification 
problem, the predicted class (Y) can be determined by the majority vote: = 
mode {1, 2,…,} Y = mode {Y1​, Y2​,…,Yk​}

The use of bit-level representations empowers KNN to identify simi-
larities in questioned documents based on discrete binary features. This 
approach facilitates efficient classifications [28].

Authorship Attribution with Bit Number Models: Disputed author-
ship is a common and voluminous problem in questioned documents. The 
machine-learning models, if trained on extensive datasets can be a valuable 
tool in the examination of handwriting or signatures and identification of 
the writer or author of the document as describe in Figure 3.3. This capability 
is enhanced further when combined with bit number models. The model can 
examine and map important characteristics and subtle patterns for reaching 
a conclusion regarding authorship [29].

Signature Verification Using Bit Number Models: Machine-learning 
models which can perform the task of signature verification are further 
enhanced, with the integration of bit number models. The binary repre-
sentation processing of data enables to identification of forensically impor-
tant characteristics through which genuine and forged signatures can be 
differentiated.

Textual Content Analysis with Bit Number Models: Machine-learning 
models are capable of performing signature verification tasks in the foren-
sic arena. This capability is further augmented by bit number models. The 
important characteristic features are more accurately mapped and thus 
authentication of the signature of handwriting becomes easier and more 
acceptable. Similarly, textual analysis can also be performed with enhanced 
accuracy and pace.

Forgery Detection Leveraging Bit Number Models: Machine-learning 
algorithms have proved to be very skilled and automated systems for 
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decision-making in a variety of setups. Its efficiency and precision have been 
found to increase remarkably when it is integrated with bit number repre-
sentations. ML models in combination with bit number representation have 
been very effective in categorically capturing the minutest details, handwrit-
ing characteristics, paper and ink characteristics, writing stylistics, etc, at the 
bit level, which makes it an excellent tool for the examination of questioned 
documents. It can be helpful in detecting forgeries, counterfeits, manipula-
tions and tamperings, and thus can differentiate a genuine from a forged 
document.

Deep Learning–Based Classification

Deep-learning models have evolved tremendously over time owing to their 
encompassing neural networks and convolutional architectures which allow 
them to make data-driven decision-making. This model has seeped into 
almost all walks of life slowly and is having a profound impact including in 
the field of forensic science and forensic document examination as well. A 
deep-learning approach can enhance the efficiency as well as accuracy in the 
examination of suspected documents in addressing diverse kinds of prob-
lems related to questioned documents [30]. ​

Neural Networks for Document Classification: Neural networks are 
the basic architectural units of deep-learning models. It can be in multiple 
layers, which are interconnected and through which it can learn simple 

Figure 3.3  Extraction modelling and AI matching analytics for data manager.
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things to complex issues. The learning ability potential of neural networks is 
harnessed in document examination as well for a variety of applications. This 
can be helpful in authorship attribution, signature verification and detection 
of forgeries in questioned documents [30].

Convolutional Neural Networks (CNN) in Forensic Document 
Examination: The convolutional neural nеtworks (CNNs) model has been 
extensively applied for image recognition tasks worldwide. The CNN is capa-
ble of independently learning and extracting peculiar patterns, which can be 
utilized for classification tasks. This quality can be usefully harnessed in the 
field of document examination by capturing the specific characteristics or 
forensic markers in a suspected document. The handwriting characteristics 
can be captured and used for signature verification or authentication.

Recurrent Neural Networks (RNN) for Content Analysis of 
Documents: Recurrent neural nеtworks (RNNs) especially are capable of 
performing tasks where data is available in a sequential manner or in an 
order. It can perform textual or document content analysis in an effective 
manner. This capability of RNN models can be successfully exploited by 
forensic document examiners (FDEs) in examining and classifying the sty-
listics or linguistics pattern in a suspected document presented for exami-
nation. The analysis of orderliness or sequence of data or content can also 
enable an FDE to detect any potential alteration in the said document. Also, 
the stylistics or linguistic pattern can be individualized to the extent that 
authorship identification can be done.

Long Short-Term Memory (LSTM) Networks

Long short-term memory nеtworks (LSTMs) are a specific type of recur-
rent neural nеtworks (RNNs) which are especially capable of capturing and 
processing long-range dependencies in orderly data or data that are in a 
sequence. Using this capability, LSTMs can be extensively used to classify 
and analyze longer text data.

Advantages of the Approaches

AI–ML technologies, as they make headways in the field of forensics and 
scientific analysis of crime clue materials, there is a perceptible change in the 
effectiveness of analysis of such forensic exhibits received by a crime labo-
ratory. Contemporary forensic tools/software used by forensic experts are 
based on AI–ML and help contribute to the timely investigation and anal-
ysis of evidence. The use of artificial intelligence learning algorithms in a 
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real-time investigation of video feeds gathered from closed circuit television 
cameras (CCTV) serves as an important acknowledgement of the enormous 
potential of AI–ML tools in forensic science. The AI–ML-based forensic tools 
for video investigation are endowed with the ability to classify and evaluate 
the video feeds/CCTV footage that are submitted for examination, thereby 
enabling the forensic expert to timely review a significant amount of video 
footage and investigate crucial elements. The attribute of the AI–ML forensic 
tools to recognize patterns is deployed for analyzing and detecting patterns 
in audio/texts/emails which have helped investigators deal with large com-
plex data which are referred for examination. Considering the commend-
able mathematical and computational power of AI–ML-based forensic tools, 
investigators are now able to develop and build strong statistical evidence for 
augmenting the results drawn during the investigation. The above examples 
of the use of AI–ML-powered technologies in forensic science reinstate the 
promising capabilities of artificial intelligence [24].

The examination of questioned document evidence requires the foren-
sic examiner to adopt scientific methods for examination, which are non-
destructive in nature. There are various approaches that are employed for 
investigating different documentary evidence, the modern methods of 
examination involve the use of AI–ML-powered tools. The use of AI–ML 
tools has proven to be beneficial, particularly with regard to forensic docu-
ment examination, as these tools are equipped with the proficiency to do 
more in less time. Due to the high processing power of the AI–ML tools, it is 
now easier to classify, collect and evaluate large sets of documentary data for 
analysis [25, 26].

The Supreme Court Portal for Assistance in Court’s Efficiency (SUPACE) 
is an AI operational portal that exemplifies the need for AI–ML for the col-
lection and evaluation of large documents. The AI portal was unveiled by 
the Chief Justice of India, S A Bobde, with the objective of processing large 
amounts of data that are submitted with regard to an individual case. The 
AI portal functions by collecting and filtering relevant facts from the docu-
ments pertaining to a case which can be used by judges for input and deci-
sion making. With the introduction of SUPACE, it is now easier for judges to 
conduct comprehensive research applicable to the case, in a short period of 
time allowing the judge to critically review all the aspects of the case before 
drafting the final opinion.

Smart document analysis can be achieved via AI–ML tools which can 
use AI-powered machine-learning algorithms to classify the contents of 
the document and produce structured data that can be further assessed for 
examination. The branch of forensic stylistics is associated with the appli-
cation of science of language, in determining the authorship of the docu-
ment in question. The document analysis done via AI–ML tools is capable 
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of determining the authorship of the document using machine learning that 
understands the unique stylistics pattern implemented by the author in mak-
ing the document [25]

Machine-learning tools are also employed by leaders of the digital indus-
try to flag emails and documents that might have restricted content with the 
potential to jeopardize the security of the organization. Emails and docu-
ments in cyberspace can now be filtered with regard to their content and can 
be flagged with the help of AI–ML-trained tools thereby playing a pivotal 
role in safeguarding the interests of the organization.

Sentimental analysis which is characterized by the potentiality to deter-
mine the emotional sentiment/tone with regard to the content of a document 
works on natural language processing which is again a subset of artificial 
intelligence. It is popularly carried out by forensic document examiners in 
the investigation of suicide notes, blogs, emails, etc., and also to profile the 
author of the document. The use of AI has aided in the categorization and 
profiling of documentary evidence based on sentimental analysis, which has 
helped document examiners to probe deeper to extract more evidence from 
the document in question [26].

AI algorithms are also used in the comparison of handwriting samples to 
determine the authorship of the handwriting found in the questioned docu-
ment. The AI tool compares and analyzes the standards/admitted handwrit-
ing samples submitted with respect to the case of the handwriting present in 
the document in question. The standards/admitted writing serves as a data-
set for the AI tool and trains the program to get acquainted with the master 
pattern of the writer. The same phenomenon is used to analyze and compare 
signatures that are submitted for examination [26].

With the exponential rise in AI technologies and their applications, the 
popularity of AI tools in forensic investigation is heading to linear growth. 
The AI approach has given birth to a transformational change in the way 
forensic investigations are conducted today, advocating its proficiency in car-
rying out forensic examinations of various pieces of evidence submitted for 
analysis.

Disadvantages of the Approaches

As forensic tools are now equipped with the ability to learn, adapt, reason and 
self-correct with time, the use of machine intelligence or artificial intelligence 
has simplified the assessment and analysis of forensic evidence pertaining to 
the investigation of a case. The AI approach in FDE has overall been benefi-
cial in the investigation of documentary evidence for forensic investigators, 
but issues regarding its credibility and use still remain a lingering question 
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that remains to be addressed. The rate of accuracy of the AI tools is a very 
crucial factor in determining the success of the tool. It has been observed that 
in cases where large amounts of data are required to process and analyze, the 
AI tool fails to be accurate and may result in false positive or negative results. 
The lack of accuracy in investigating enormous documentary evidence may 
lead to ineffective investigation of all the facts of a case and ultimately result 
in compromising the evidentiary value of the same [27].

The AI tools are trained over time on large sets of data to identify pat-
terns, make intelligent decisions and predict outcomes. Its efficiency and 
utility depend on the training process it is subjected to, which facilitates the 
AI–ML system to produce an output. The AI–ML tool has a limited under-
standing of the situation presented to it. It lacks the ability to deduce or com-
prehend the context independently outside the scope of its learning [28].

The handwriting of an individual is highly unique and is characterized 
by the presence of natural variations. Natural variations can be defined as the 
innate quality of a writer which is associated with the inability to execute the 
same manner of handwriting operation each and every time, giving birth to 
a range of variables in the handwriting. External factors such as intoxication, 
body posture, health, age, etc., also affect the degree of variation found in 
handwriting. While examining the handwriting samples the forensic exam-
iner needs to assess the document keeping in mind all the possible variations 
that the writer may execute while writing. The AI–ML forensic tools rely on 
the dataset which has been fed to them for their programming, therefore 
lacking the normal ability to detect variations in handwriting which have 
been affected by extrinsic factors or disguise. Also, it is important to be con-
scious of the fact that the AI–ML software lacks the common sense of reason-
ing which becomes vital in decision-making and opinion framing [28].

AI–ML tools are also devoid of the capabilities to understand human 
emotions; all documents are logically analyzed and processed by the tool, 
therefore while examining documentary evidence and summarizing all the 
facts pertaining to a case, the tool fails to consider emotional angles of the 
case which might be relevant to acknowledge while furnishing a final opin-
ion. The AI tool would remain as a supplement in such instances and would 
not conceive the same result and accuracy that Human Intelligence would 
serve [28, 29]

Conclusion and Future Scope

Document verification involves the process of authenticating a document or 
documents to ensure that they are accurate, genuine and fit for their intended 
purpose. Every year, instances of identity theft are reported in which personal 
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information and documents were used to open bank accounts, obtain loans, 
apply for debit or credit cards, etc. In order to fulfil legal requirements, crimi-
nals present forged documents that fool the verifier into believing they are 
legitimate by seeming extremely precise and correct. The creation of AI–
ML-based systems in future that can automate the document verification 
process might be very beneficial in spotting fake documents submitted as 
legal proofs and reducing the pervasive issue of identity fraud.

Technology has given us the ability to remain anonymous, but crimi-
nals abuse this ability by using the internet to hide their tracks making it 
difficult for law enforcement to track them down. Nowadays, criminals try 
to hide their identities by sending threatening emails, messages and posts 
from anonymous online IDs in order to avoid disclosing their handwriting, 
which can be used as hard-core evidence in establishing their identities. The 
development of machine-learning tools that can use scientific parameters 
in assessing the language structure and formation from threatening emails, 
messages and posts can result in the successful identification of the suspect. 
The introduction and implementation of such tools can solve the challeng-
ing problem of decoding the identity of an individual, from the content sent 
anonymously. The aforementioned examples provide compelling evidence 
for the tremendous potential of AI–ML techniques in forensic documentary 
analysis and emphasize the need for the development of more tools with 
similar functionality in order to revolutionize current procedures and tech-
niques for document analysis.

The revolutionary technologies backed by machine-learning applications 
guarantee their ticket to the future of limitless possibilities. The use of AI–ML 
in the field of forensic investigations would result in expediting the process 
of investigation as the employment of AI–ML would automate the investiga-
tion of tedious and challenging forensic evidence submitted for examination. 
Currently, forensic science laboratories are burdened with a large number 
of cases, which has resulted in slowing the process of justice delivery. The 
implementation of cutting-edge tools that are powered by machine learning 
can come to the rescue.

The process of FDE can be challenging because the examiner has to 
thoroughly study and dissect the handwriting/signature/discourse/language 
style, etc., of the author to reach an opinion. With the propitious develop-
ment of AI–ML technologies in the near future, the tool can serve as an intel-
ligent means to understand the variations that occur due to external factors 
or intentional disguises, with high accuracy to opine on several documents 
that are submitted for authorship analysis.

Chatbots also known as chatterbots have gained immense popularity 
recently. These can be defined as programs that utilize artificial intelligence 
and natural language processing to mimic human conversations and are 
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used to generate responses based on the queries or interactions initiated by 
the user. Advancements in chatbots are seen with the use of natural language 
processing understanding (NLPU) which is based on machine learning and 
deep learning to effectively respond to and accomplish the request of the user. 
According to a research study conducted by Nadia Zlate, AI chatbots can 
serve as future undercover investigators that can uncover potential criminals 
and their crimes by entering into a conversation with them. The AI chatbot 
can pose as a real human and can record the details of the crime narrated by 
the criminal thereby gathering necessary evidence for the same. The written 
texts to the chatbot can also serve for profiling the criminal with the help of 
forensic stylistics or the science of language.
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Introduction

The field of forensic science, which is located on the border between scientific 
study and the legal profession, holds a major function in crime solving and 
punishment, ensuring a fair outcome for victims [1]. It includes many scien-
tific fields, using various systematic methods to analyze evidence in relation 
to legal inquiries and cases. Forensic science consists of the major tasks of 
collecting, analyzing and comparing physical evidence in order to provide 
factual data or present expert opinion in legal matters. It includes several 
issues, such as the evaluation of autopsy data, finding a suspect and support-
ing an objective legal system. Initially, forensic science was not well devel-
oped, but over the years it has developed into a complex and branched field 
that is critical in today’s criminal investigations as well as judicial systems.

The roots of forensic medicine can be traced back to the early ages when 
postmortem examinations and other related methods were used to determine 
the cause of death and to punish the guilty. Leading luminaries such as Rudolf 
Virchow and Sir Bernard Spilsbury historically advanced the development 
of this field. Postmortem examinations, commonly referred to as autopsies, 
are vital for explaining suspicious deaths and helping forensic pathologists 
during their investigations [2]. Specialist doctors carry out these tests called 
forensic pathologists to identify the reason and mechanism of death. [3]

Forensic medicine, a part of the medical profession, evaluates and deter-
mines medical realities within criminal and civil law matters [4]. Medical 
jurisprudence is derived from the Latin word ‘jurisprudential’ in which the 
word ‘juris’ refers to ‘law’ and the word ‘prudence’ denotes ‘knowledge’, 
meaning ‘the knowledge or discipline of law’, frequently defined as apply-
ing medical knowledge to legal concerns, covers integrating medical facts 
into legal matters [5, 6]. The topic of forensic medicine encompasses various 
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Application of Machine Learning in the Field of 
Forensic Medicine

subfields. Forensic pathology involves examining deceased individuals to 
assess injuries and discover reasons for death, such as asphyxiation. Forensic 
psychiatry investigates the legal aspects of mental diseases. Forensic odon-
tology uses dental knowledge for actions such as identifying and evaluating 
bite marks and employing specific dental traits for identification reasons [5]. 
Forensic anthropology investigates body traits and skeletal structures, gener-
ally to identify persons in court circumstances [7]. Forensic anthropologists 
can analyze skeletal remains to ascertain features such as age, sex, ancestral 
lineage and height, vital in identifying unidentified humans. Forensic medi-
cine, commonly known as forensic pathology, is crucial in the vast field of 
forensic scientific investigations. Its major objective is to uncover the puzzles 
surrounding the reason and method of death, offering vital insights required 
for legal actions [1]. Forensic medicine is crucial to criminal investigations 
by supplying evidence and expert views admissible in court. Furthermore, it 
entails examining real persons to detect injuries, identify chemicals or assess 
mental states, underscoring its relevance in legal sectors.

Artificial intelligence (AI) is a basic technical innovation that enables 
automated robots to accomplish jobs that traditionally need human intel-
ligence. In the sphere of forensic medicine, machine learning holds signifi-
cant potential, altering how forensic experts research and solve challenging 
situations. The application of machine learning is a creative drift in the field 
of forensics, especially medicine, and a likely breaking point for the whole 
forensic field [8]. Experts in conventional forensic identification thoroughly 
gather data and provide identification opinions by integrating their profes-
sional experience with information from fundamental disciplines such as 
biology and medicine [8]. This method is both labour- and time-intensive, 
and it is impacted by unpredictable components that are difficult to regu-
late. Artificial intelligence (AI) holds the capability of transforming the field 
of forensic medicine by improving and automating the identification pro-
cess, which will reduce the level of human intervention and the probability 
of introducing bias. These technologies might help to increase the accuracy 
and efficiency of forensic identification methods since large quantities of 
data can be objectively and quickly analyzed. The area of forensic medicine 
encompasses a large number of activities, such as postmortem examinations 
and medical record reviews. Also, it can assist forensic experts with activi-
ties such as dental profiling, face recognition and forensic photography [9]. 
Moreover, machine learning has a strong application in forensic pathology, 
where it can help in the very accurate identification of disease or injury by 
using photographs taken during an autopsy. The AI tools can help forensic 
pathologists diagnose diseases, compute tomography and identify the cause 
of death more accurately with the help of tissue samples and histopathological 
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images [10]. Machine learning can be defined as a subfield of AI that empow-
ers machines to learn from data and make decisions or draw conclusions 
based on that data [11].

Significance of Forensic Medicine

Forensic medicine, sometimes known as forensic pathology, plays a vital role 
in several domains of society. Some important characteristics of its relevance 
are as follows:

	 1.	To help in the quest for justice, forensic medicine delivers essential 
scientific evidence for use in court cases and legal inquiries.

	 2.	Autopsy has been utilized as an essential aspect of forensic medicine. 
Using procedures such as DNA analysis, dental records and finger-
printing, aids in identifying deceased people in conditions of mass 
catastrophes, accidents or crimes against humanity [12].

	 3.	Forensic medicine helps to prevent crimes by evaluating patterns and 
trends in injuries and fatalities, together with other forensic data.

	 4.	In cases in which death has been precipitated by a weapon, such as a 
firearm, the wound could provide crucial information to the foren-
sic pathologist. During the investigation, a forensic pathologist may 
often detect not merely the sort of weapon used but also provide nec-
essary information. For example, in the context of a gunshot wound, 
they can reasonably identify the range and angle at which the fire-
arm was fired [13].

	 5.	A forensic pathologist’s principal role is to employ their medical 
knowledge to address legal situations regarding death. They accom-
plish this by analyzing the corpse and obtaining information to dis-
cover how and why someone died. The objective is to give exact and 
trustworthy data that may be employed in court to identify the cause 
of death and bring justice to the case [14].

	 6.	To identify the situations surrounding a death, forensic pathologists 
analyze crime scenes to assess the body’s position, the existence of 
any injuries and other significant details.

	 7.	The results of forensic pathology can be exploited in criminal cases 
by the prosecution as well as the defence to buttress their claims and 
give light on the circumstances surrounding a death.

	 8.	It can provide speedy and exact proof that may be applied to deter-
mine suspects to establish or disprove their innocence or guilt.
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Problems Faced during Forensic Examination

	 1.	One of the most problematic issues includes establishing a clear and 
conclusive causal relationship between the trauma felt by the victim 
and the final cause of death [15]. For example, if the victim suffered 
several injuries, it might be difficult to identify which particular 
injury or combination of injuries caused the person’s death. The kind 
and degree of the injuries, the individual’s overall condition and past 
medical history and the circumstances surrounding the trauma all 
need to be thoroughly evaluated and weighed.

	 2.	Decomposed bodies offer challenges for forensic pathologists, as 
decomposition may disguise injuries and make it challenging to 
identify the reason for death due to the loss of physical features along 
with evidence [16]. For instance, in a case when a person is found 
weeks after death in a sweltering, humid area, decomposition might 
be severe, rendering it hard to detect injuries or distinguish if they 
are antemortem or postmortem injuries.

	 3.	Baldino et al. discussed the problems experienced by forensic pathol-
ogists when detecting dramatically transformed cadavers and diag-
nosing the cause of death in such circumstances. They underline the 
relevance of integrating standard procedures with particular foren-
sic branches to strengthen the investigative process [17].

	 4.	External factors outside the body could alter its physiological condi-
tion and the accuracy of the forensic analysis. Environmental fac-
tors, such as temperature, humidity and element exposure, can all 
speed up the breakdown process.

	 5.	Some of the postmortem changes, including rigor mortis, livor mor-
tis and decomposition, affect the state of the body and its capacity to 
determine the cause and manner of death.

	 6.	Evaluating traumatic injuries, particularly in cases of blunt trauma, 
could be challenging. Separating a case that resulted from a fall, a 
car accident or an assault requires assessment and knowledge of the 
situation.

	 7.	Evaluating gunshot injuries may not be easy, as the type of weapon, 
distance and angle of shooting have to be considered. For example, 
when a person is shot dead identifying the type of firearm and the 
range from which the shot was fired requires the help of a profes-
sional and may involve an analysis of the gunshot residue and the 
trajectory of the projectile.

	 8.	Documentation and reporting are critical aspects of forensic pathol-
ogy; however, they can be challenging since the work requires a 
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high level of accuracy and adherence to legal requirements [18]. 
For instance, it is critical to record injuries and findings in a simple 
language that is legal and could include using technical terms and 
illustrations.

	 9.	At other times, there will be a lack of tangible evidence left for exam-
ination, and this hampers the ability to determine accurate conclu-
sions on the cause and manner of death [18].

	 10.	A lack of detailed medical history or documents for the deceased 
would limit the pathologist’s ability to accurately assess prior ail-
ments or drugs that may have contributed to the death.

Machine Learning in Forensic Medicine

In the domain of legal and medical investigation, forensic medicine is a major 
subject that focuses on the complex relationship between justice, law and 
medicine [16]. It has several sub-branches, and each of them has a specific 
responsibility in the process of finding the cause of death in cases of unex-
pected or unexplained deaths. Forensic pathology, for instance, is a crucial 
sub-branch that acts as the foundation of any death investigation by deter-
mining the manner, circumstances and cause of death [16, 19].

Traditionally, forensic pathology was focused on manual examination 
and interpretation of evidence such as autopsy results, medical records and 
toxicological tests [20]. These procedures were of the utmost significance, but 
human subjectivity, time restrictions and the large quantity of data involved 
hampered them. However, the development of machine learning (ML) has 
launched a new age in forensic pathology, presenting significant chances to 
increase the efficiency, accuracy and objectivity of death investigations. In 
forensic medicine, machine-learning algorithms can evaluate huge quanti-
ties of forensic data, identify hidden linkages and extract useful insights that 
individuals may fail to detect [21]. The combination of cutting-edge technol-
ogy and forensic experience has significant potential to revolutionize forensic 
pathology and transform death investigations.

Fundamental Operating Mechanisms of 
Machine Learning in Forensic Medicine

Machine learning is a sort of artificial intelligence that focuses on creat-
ing mathematical models and algorithms that permit computers to acquire 
knowledge from data and make predictions or judgements without direct 
programming [22]. The basic operational principles of machine learning 
comprise numerous key steps:
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•	 Data Collection: The primary stage in machine learning is to obtain 
appropriate data to train the algorithm. This data may comprise 
input–output pairs (supervised learning), unlabelled data (unsuper-
vised learning) or a combination of the two (semi-supervised learn-
ing). For example, in forensic pathology, data gathering may entail 
acquiring autopsy reports, medical records, toxicology reports and 
other significant information about a death inquiry.

•	 Data Preprocessing: After the data has been obtained, it needs to 
be preprocessed to ensure it is in an acceptable format for analysis. 
Preprocessing may include fine-tuning medical images to a standard 
resolution, reducing artifacts and enhancing image quality.

•	 Feature Extraction: It is the process of obtaining usable qualities or 
properties from treated data. These qualities serve as input for the 
machine-learning algorithm. For example, in medical picture analy-
sis, features include the size and form of structures within the body, 
the vibrancy of pixel values and the occurrence of certain patterns 
or textures.

•	 Model Selection: The third step is to choose an acceptable machine-
learning model that fits the task under concern. Common machine-
learning models include decision trees, support vector machines, 
neural networks and ensemble techniques. Andrej Thurzo et al. 
applied a 3D convolutional neural networks (CNN) model in their 
forensic investigation in the fields of age, sex, face and development 
determination [20].

Machine Learning in Forensic Pathology

Forensic pathology is a critical subject within the criminal justice system, 
giving vital information to help solve crimes and provide justice to vic-
tims. Over the years, the inclusion of machine-learning methods in forensic 
pathology has achieved promising results illustrating its ability to transform 
the ways forensic evidence examinations are conducted and analyzed. Due 
to the availability of higher order and efficient algorithms based on compu-
tational theory, machine-learning algorithms can potentially help forensic 
pathologists with some of these tasks as identifying patterns in large data, 
identifying the cause of death or even predicting other likely suspects based 
on the evidence. The application of technological advances in forensic pathol-
ogy presents a lot of potential for enhancing the accuracy and effectiveness 
of investigations and consequently expediting precise solutions to criminal 
cases [23].
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The concepts of machine learning and artificial intelligence are trans-
forming patient management and transplant medicine in liver transplanta-
tion. Researchers are employing the application of artificial neural networks 
such as deep neural networks (DNNs) to enhance the accuracy of the prog-
nosis of patient and organ survival and ascertain risk determinants that 
affect organ transplantation. These sophisticated machine-learning algo-
rithms process large datasets that are characteristic of chronic diseases, 
assess transplant risks, distribute organs and manage patients after surgery. 
Different types of ML algorithms including extreme gradient descent boost-
ing and logistic regression with least absolute shrinkage and selection opera-
tor (LASSO) are employed to give prognosis for long-term illness patients 
such as liver disease. These models employ many predictor factors such as 
demography, clinical history and laboratory results to enhance the projec-
tions and consequently the treatment of patients in the liver transplantation 
(LT) setting. The research focuses on the issues of model interpretability and 
trust in AI systems and proposes explainable AI frameworks such as Shapley 
values to help explain which features are being used for predictions. In the 
highly specialized area of care that is long-term medicine, AI, in the form of 
machine-learning models, has emerged as a critical enabler to help hasten 
transplant eligibility assessment, donor/recipient matching and post-trans-
plant patient management. Using multiple data inputs and extracting the 
most important predictors, ML algorithms offer valuable information on the 
patient’s prognosis and contribute to the personalized clinical management 
of LT. Although the work acknowledges the positive impact of AI and ML 
in LT treatments, the study also notes some of the challenges that will have 
to be addressed in the future such as regulation, model interpretability and 
efficacy in practice as illustrated in Figures 4.1 and 4.2 [24].

Significance of Forensic Pathology

•	 Accurate Cause of Death Determination: Forensic pathology is 
vital for accurately diagnosing the cause of death in circumstances 
of sudden, unexpected or suspicious fatalities. We can use machine 
learning to accurately forecast the cause of death based on the 
patient’s most recent medical examination. By conducting postmor-
tem examinations and examining tissue samples, forensic patholo-
gists can uncover underlying disorders, injuries or toxicological 
causes contributing to death. Machine-learning algorithms can 
assist in the interpretation of complex pathological findings, help-
ing forensic pathologists make more accurate diagnoses and rulings 
regarding the cause of death along with an accurate prediction for 
the same [25–27].
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•	 Enhanced Forensic Investigations: Machine-learning technologies 
in forensic pathology have the potential to enhance the efficiency 
and effectiveness of forensic investigations. By automating certain 
aspects of postmortem analysis, such as tissue classification, organ 
measurements and histopathological interpretation, machine-learn-
ing algorithms can expedite the forensic process and provide foren-
sic pathologists with valuable insights to aid in their assessments 
[28–30].

•	 Improved Disease Diagnosis: Forensic pathology contributes to 
the diagnosis and identification of numerous diseases and medical 
conditions that may have led to an individual’s death. Machine-
learning techniques applied to medical imaging, such as computed 
tomography (CT) scans, as shown in Figure 4.3 [31], which is for the 
diagnosis of COVID-19 based on CT scans, and magnetic resonance 
imaging (MRI), can assist forensic pathologists in the detection and 
characterization of pathological conditions, enabling more accurate 
disease diagnoses and forensic assessments [29, 31, 32].

Figure 4.1  ML applications in the pre-transplant setting. (A) Using a random 
forest model, the risk of 3-, 6- and 12-month waitlist mortality was predicted 
to better prioritize HCC candidates for liver transplantation. (B) Determine 
organ quality using smartphone images using a combination of FCNN and SVM 
approaches. (C) Improving donor pathology assessment using CNNs to iden-
tify steatosis could outperform pathologists. Identifying best donor-recipient 
matches by uncovering hidden nonlinear relationships between demographic, 
clinical and laboratory data, leading to improved organ allocation and optimized 
transplant outcomes. FCNN, fully convolutional neural network; SVM, support 
vector machine [24].
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•	 Advanced Data Analysis: Machine-learning techniques offer 
advanced data analysis of forensic pathology findings, allowing for 
the detection of patterns, trends, and correlations in vast datasets 
of postmortem exams. By applying machine-learning approaches, 
forensic pathologists can reveal hidden insights from complex path-
ological data, leading to more thorough forensic assessments and 
better-informed decision-making. ​

Figure 4.2  Machine learning can improve post-LT management. (A) Using lon-
gitudinal clinical and laboratory data from the SRTR database, patient specific 
1-year and 5-year mortality risk can be predicted using a transformer model. 
(B) Incorporating both the top transplant and recipient characteristics can reli-
ably predict graft failure using an ANN. (C) Combining medical imaging, his-
topathological, and clinical data in multiple models can predict the risk of HCC 
recurrence. ANN, artificial neural network; DL, deep learning; HCC, hepatocel-
lular carcinoma; LT, liver transplantation; RF, random forest; SRTR, Scientific 
Registry of Transplant Recipients [24].
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Problems Faced in Forensic Pathology

•	 Subjectivity in Interpretation: One of the primary challenges in 
the field of forensic pathology is the interpretation of postmortem 
results because of the subjectivity involved in the whole process. The 
judgement and experience of the examiner play an important role 
during the process of examining tissue samples for the purpose of 
finding out the cause of death and making forensic decisions based 
on that information. There could be some inconsistencies in the 
forensic conclusions provided by the machine-learning algorithms 
if they cannot accurately replicate the process of decision-making 
performed by the trained forensic pathologists.

•	 Variability in Forensic Practices: Different jurisdictions, labo-
ratories and individual examiners might have different processes 
and practices for cases related to forensic pathology, and that might 
produce some inconsistencies in the interpretation of results and 
forensic studies related to pathology. An applicable solution for this 
issue should include combinations of various databases in order to 
integrate regional variances for the training of machine-learning 
algorithms to create heterogeneity in the model. In order to achieve 
accurate and reliable results in forensic examinations, it’s very 
important to have standards for every process and methodology 
used during the examination.

•	 Data Quality and Availability: The training of machine-learning 
algorithms used in forensic pathology requires high-quality and 
comprehensive databases. However, these forensic pathology data-
bases used for training machine-learning models can include sample 
biases and missing data, and another limitation is that they could 
include heterogeneous data. Because of that, forensic pathologists 

Figure 4.3  A general flowchart of a deep learning-based COVID-19 diagnosis 
system [31].
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should monitor the process of training these machine-learning algo-
rithms so they provide accurate and reliable results at the end of the 
process.

•	 Complexity of Pathological Data: Data obtained from pathologi-
cal results may be ambiguous and even diverse, involving different 
tissue specimens, histological changes and diagnostic outcomes of 
postmortem examinations. Such complex data may not be easy to 
understand by machine-learning algorithms, and this could be a 
problem, especially when the results are rare or unusual clinically. 
Machine learning is useful to forensic pathologists, but the results 
need to be thoroughly checked and validated to ascertain their accu-
racy in forensic examinations [26, 33, 34].

Steps for Performing Analysis in Machine 
Learning in Forensic Pathology

•	 Conceptualization and Problem Formulation: This step involves 
defining the particular forensic pathology problem or task that 
is going to be solved with the help of machine learning. Scientists 
define the goal, research questions and evaluation criteria to guide 
the development of machine learning models. For instance, in 
pathology, the problem could be to diagnose the probability of a 
tissue sample being cancerous or benign by examining histological 
characteristics.

•	 Data Acquisition and Preparation: During this step, researchers 
obtain relevant datasets from hospitals, research organizations, or 
a public database for the purpose of training ML algorithms. They 
preprocess the data to eliminate errors, inconsistencies and noise 
to make it suitable for analysis and more reliable. In pathology, this 
may involve obtaining digital histopathology slides and the related 
clinical metadata, including patients’ demography and diagnosis.

•	 Feature Extraction and Representation: This stage involves trans-
forming the raw data into features that are useful in the process of 
training the machine-learning algorithms. In pathology, features 
could mean the shape, size or location of certain cell types, the loca-
tion of tissues in the body, or a measure of the intensity of staining of 
a tissue. More complex forms of machine-learning models, such as 
convolutional neural networks (CNNs), do not require features to be 
extracted as they can automatically be learned from digital pathol-
ogy images.

•	 Model Development and Evaluation: Scientists usually develop 
machine-learning models with the help of techniques such as logis-
tic regression models, random forests or deep-learning models. 
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These models are built based on supervised learning, where a set 
of input attributes is mapped to a set of goal outputs with the help 
of labelled data. Relevant evaluation parameters such as accuracy, 
sensitivity, specificity and the AUC–ROC are used in the assessment 
of machine-learning models. For example, in pathology, a model of 
diagnosis may assess the probability of cancer reoccurrence depend-
ing on the data on gene expressions.

•	 Interpretation and Validation: This step is related to the interpre-
tation of outcomes from the machine-learning models to obtain 
insights into biological systems or pathological processes. The model 
performances are also checked with other datasets or by applying 
cross-validation techniques to check the stability of the models. In 
pathology, for example, the model interpretation may involve identi-
fying features or biomarkers associated with disease progression or 
response to treatment, which may help guide a clinician’s decisions.

•	 Integration and Deployment: These models are then deployed in 
clinical workflows or diagnostic applications to assist pathologists 
in practice environments after having been validated. It may include 
designing interfaces that can be easily used, integrating decision sup-
ports or models with current laboratory information systems, etc. 
For instance, in pathology, a risk assessment model for cancer could 
be integrated with digital pathology tools employed by pathologists 
in diagnosing cancer.

•	 Ethical Considerations and Societal Impact: Researchers should 
discuss the ethical issues and possible consequences of the integra-
tion of machine learning with pathology. This encompasses pro-
tecting the patient’s identity, minimizing bias in the training and 
deploying algorithms and promoting accountability when develop-
ing and implementing the models. In pathology, some of the ethical 
issues may include consent in data usage, fair distribution of diag-
nostic tools and reporting the limitations of the models.

•	 Continuous Improvement and Adaptation: In the last step, refin-
ing and enhancing the models with feedback from the pathologists, 
new data and advancements in technology are carried out cyclically. 
Model assessment is done by researchers to check, modify or even 
redesign the current model to improve the accuracy and reliability 
of the results for a specific field. In the field of pathology, continual 
improvement may include modifying the models because of emer-
gent biomarkers, revising the diagnostic criteria or responding to 
changes in clinical practice guidelines [35​–37].
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Machine Learning in Forensic Anthropology

Forensic anthropology is crucial for identifying human remains and under-
standing the events surrounding death. Traditionally, forensic anthropolo-
gists employ morphological studies of skeletal remains to assess variables 
such as age at death, sex, ancestry and stature [38, 39]. However, this exami-
nation can be complex and time-consuming, often requiring expertise and 
subjective interpretation. In recent years, the incorporation of machine-
learning (ML) techniques has emerged as a viable strategy to boost the effi-
ciency and accuracy of forensic anthropological analyses. Machine-learning 
algorithms, capable of processing enormous and diverse datasets, offer novel 
options for the automated study of skeletal remains and the prediction of 
biological profiles. By integrating computational approaches and statistical 
models, ML helps forensic anthropologists derive useful insights from skel-
etal data and hasten the identification process in forensic cases.

Significance of Forensic Anthropology

•	 Identification of Human Remains: Forensic anthropology plays a 
significant role in the identification of human remains, especially in 
cases when the remains are decomposed, fragmented or otherwise 
difficult to identify using standard procedures. Forensic anthro-
pology involves the study of the skeletal and dental profiles of the 
deceased, thus assisting in the identification of the individual’s iden-
tity, age, sex, ancestry and stature, in addition to the information 
that can be derived from machine-learning algorithms [38, 40, 41].

•	 Understanding Trauma and Damage Patterns: Forensic anthro-
pologists know what the bones and patterns of a particular injury 
look like, and they are also aware of what information it could pro-
vide to help the investigation. Bone injuries such as fractures, gun-
shot injuries and other skeletal injuries are the areas of specialization 
of forensic anthropologists, and they aid forensic pathologists and 
investigators in their evaluations throughout crime scene investiga-
tions [42, 43].

•	 Assessment of Postmortem Changes: Forensic anthropologists are 
knowledgeable and experienced in studying changes that occur to 
the skeletal remains after death, such as decomposition of the body, 
carnivore damage and other taphonomic effects. This type of knowl-
edge is valuable in circumstances where the state of human remains 
has been altered, as forensic experts are able to accurately distinguish 
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between antemortem, perimortem and postmortem injuries in order 
to reconstruct circumstances leading to death. [42, 44–46].

•	 Reconstruction of Biological Profiles: Forensic anthropologists can 
reconstruct the biological attributes of the deceased from unidenti-
fied bones and bring out aspects such as age, sex, ancestry and stat-
ure. This information is crucial for selecting the likely candidates 
in the databases of missing people and contributing to their iden-
tification, which corresponds with the objectives of the project to 
use machine learning for the identification of individuals in forensic 
practice [47​–49].

•	 Collaboration with Machine-Learning Technologies: This field of 
forensic anthropology is likely to gain from working with machine-
learning technologies since it is possible to use computational tech-
niques to analyze large data sets of skeletal remains. The combination 
of machine-learning algorithms with conventional anthropological 
approaches during forensic analysis will enhance the effectiveness of 
the identification and reconstruction of events in forensic investiga-
tions [50​–52].

Problems Faced in Forensic Anthropology
•	 Incomplete or Fragmented Remains: The first, and one of the most 

crucial problems of forensic anthropology, is working with the frag-
mented or incompleteness of the skeletal remains. Sometimes, foren-
sic anthropologists are only able to recover fragmentary bones, and 
this may lead to several difficulties in the construction of the bio-
logical profile and identification of the cause of death; therefore, this 
leads to insufficient forensic studies.

•	 Lack of Standardization: Some analyses in forensic anthropology 
have no standard operating procedures and methods; therefore, the 
approaches used by practitioners are diverse. This lack of uniformity 
leads to variations in the forensic assessments and interpretations 
conducted, thereby jeopardizing the overall reliability and accuracy 
of forensic judgements.

•	 Limited Access to Resources: Other limitations are related to 
restricted access to resources such as skeletal collections, reference 
databases and equipment in a forensic anthropologist’s work. This 
means that where there is an absence of better resources, forensic 
anthropologists may be unable to make comprehensive and accurate 
identifications of unknown individuals, thereby slowing the prog-
ress of forensic investigations.

•	 Time and Cost Constraints: The methodologies used in forensic 
anthropology can consume a lot of time and may also be expensive, 
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especially when handling complex skeletal structures or in the case 
of long forensic investigations. Limited money and resources may 
impede the ability of forensic anthropologists to undertake full anal-
ysis within realistic timescales, thereby delaying the conclusion of 
forensic cases [53].

Application in the Realm of Forensics

Machine Learning and Deep-Learning Methods for Sex Estimation of 
Infant Individuals: The research of machine-learning techniques, particu-
larly deep learning, for sex estimation in infant skeletons. A recent study 
compared the effectiveness of machine-learning algorithms with expert 
visual assessment in estimating the sex of child skeletons from ilium pic-
tures. The researchers utilized photos of 135 infant individuals aged between 
5 months of gestation to 6 years from the University of Granada collection. 
The study applied deep-learning techniques such as VGG16 and ResNet50 
pre-trained on ImageNet, obtaining an accuracy of 59%, which was near to 
expert evaluation. Classic ML approaches such as support vector machines 
(SVMs), random forests (RFs) and AdaBoost with HOG features were also 
tested, yielding an accuracy of 49%, which was less successful than deep 
learning. The results of the study suggested that deep learning approaches 
provided competitive outcomes compared to expert assessment, underlining 
the promise of AI techniques in forensic anthropology. The study also pro-
posed exploring 3D models and software tools to further develop AI applica-
tions in forensic anthropology [54].

Pediatric Bone Age Assessment Using Deep Learning: Generalizability 
and Limitations: Here we examine the issues of generalizing pediatric bone 
age assessment using deep learning models, which is an important concern 
in this field. It was considered intriguing that the algorithm was evaluated 
on several datasets without segmentation and the impact of demographic 
characteristics such as sex was underlined. Several studies provide useful 
information for future studies to improve the clinical usability of automated 
bone age assessment. It also underlines the necessity to examine cross-insti-
tutional generalizability and demographic considerations for strong and 
equitable medical uses of deep learning in bone age assessment [55].

Advantages of the Study

•	 Comprehensive Exploration: The chapter presents a thorough 
assessment of the interaction between machine learning and forensic 
medicine, spanning numerous subfields such as forensic pathology, 
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anthropology and odontology. This comprehensive method offers 
useful insights into the possible uses of machine learning across 
many domains of forensic science.

•	 Practical Implications: By showing the practical applications of 
machine learning in forensic investigations, the study offers tangible 
benefits for forensic practitioners and legal experts. The application 
of modern algorithms and computational approaches has the poten-
tial to increase the efficiency, precision, and objectivity of forensic 
analyses, thereby strengthening the criminal justice system.

•	 Future Directions: This chapter presents a literature review on the 
contemporary advancements and the anticipated development in the 
field of forensic medicine particularly with the integration of the dif-
ferent machine-learning algorithms. Moreover, this forward-looking 
perspective presented in this chapter leads to further research and 
development that defines the course for the constant enhancement 
of forensic science.

•	 Interdisciplinary Collaboration: It is crucial to recognize that such 
work requires integrated cooperation between forensic experts, data 
scientists and technology specialists. This approach of breaking pro-
fessional boundaries fosters creativity and efficiency in the processes 
of providing solutions in forensic medicine since different profes-
sions are involved.

Disadvantages of the Study
•	 Limited Scope: However, one might consider that this chapter is 

relatively generalized but limitations include lack of detailed infor-
mation regarding certain subfields of forensic medicine or detailed 
explanation about applications within the field of forensic medicine. 
Certain areas of forensic science may receive less attention or remain 
undiscovered, perhaps disregarding vital parts of the subject.

•	 Ethical Considerations: The study may raise ethical questions sur-
rounding the use of machine-learning algorithms in forensic inves-
tigations, specifically for privacy, prejudice and accountability. The 
potential for algorithmic errors or exploitation could have major 
ramifications for those participating in court procedures.

•	 Technological Dependency: Relying significantly on machine-
learning technology may generate a dependency on advanced tools 
and algorithms, which could provide issues in terms of accessibility, 
pricing, and sustainability for forensic laboratories and practitioners.

•	 Human Skill: While machine-learning algorithms offer essential 
aid in forensic analysis, they should not replace the skill and judge-
ment of human forensic professionals. The study should emphasize 
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the complementary nature of machine learning and human intelli-
gence in forensic medicine, rather than pushing a wholly automated 
method.

Future Scope of Machine Learning

Advancements in Forensic Pathology

Machine-learning models, such as convolutional neural networks (CNNs) and 
decision trees, could be deployed to assess histological pictures, postmortem 
data and damage patterns. Here’s how machine learning could be applied:

•	 Automated Histopathological Analysis: CNNs trained on vast 
datasets of histopathological images would be used to automati-
cally identify tissue samples and find anomalies indicative of spe-
cific diseases or injuries. Transfer learning techniques could adapt 
pre-trained CNN models to forensic pathology datasets, providing a 
speedy and reliable diagnosis.

•	 Predictive Modeling of Postmortem Changes: Time-series analy-
sis approaches, such as recurrent neural networks (RNNs) or long 
short-term memory (LSTM) networks, would be applied to antici-
pate postmortem interval based on characteristics such as body 
temperature, rigor mortis, and decomposition rates. These models 
would learn temporal patterns from prior postmortem data to antic-
ipate the period since death with greater accuracy.

•	 Pattern Recognition in Injury Assessment: Decision tree algo-
rithms, assisted by expert knowledge and feature selection 
approaches, would be applied to identify patterns of injuries based on 
their location, morphology and associated clinical aspects. Ensemble 
approaches such as random forests could incorporate many decision 
trees to boost classification performance and interpretability.

Example Result: A CNN-based model obtained an accuracy of over 
90% in identifying histological images of traumatic injuries, enabling 
forensic pathologists to reliably diagnose and describe patterns of 
trauma in forensic investigations.

Innovations in Forensic Medicine:

Machine-learning approaches, including support vector machines (SVMs), 
deep-learning architectures and Bayesian networks, would be applied to 
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examine medical evidence, genetic data and forensic photographs. Here’s 
how machine learning could contribute:

•	 Facial Recognition and Age Progression: Deep-learning mod-
els, such as generative adversarial networks (GANs) or variational 
autoencoders (VAEs), would be trained on facial imaging data to 
reconstruct facial features and simulate age progression. These mod-
els would learn latent representations of facial morphology to build 
realistic facial reconstructions and forecast age-related changes.

•	 Genetic Profiling and Ancestry Prediction: Bayesian networks or 
probabilistic graphical models would be used to examine genetic 
markers and infer ancestral origins, demographic affinities and 
genetic relationships. By merging genomic data with demographic 
information and reference databases, these models would probabi-
listically estimate individual ancestry and phenotype.

•	 Trauma Analysis and Injury Reconstruction: Machine-learning 
algorithms, such as k-nearest neighbours (KNN) or support vec-
tor regression (SVR), would be trained on forensic imaging data to 
rebuild injury patterns and predict impact dynamics. These models 
would learn from labelled datasets of traumatic injuries to predict 
damage features, weapon kinds and biomechanical forces.

Example Result: A deep learning-based age progression model cor-
rectly replicated face ageing in forensic photographs with a mean 
absolute error of less than two years, allowing the identification 
of missing persons and suspects based on long-term changes in 
appearance.

Transformations in Forensic Anthropology

Machine-learning approaches, such as geometric morphometrics, Bayesian 
statistics, and ensemble learning, would be applied to assess bone measure-
ments, facial landmarks and 3D image data. Here’s how machine learning 
could be integrated:

•	 Morphometric Analysis and Ancestral Affiliation: Geometric 
morphometric methods, coupled with unsupervised learning algo-
rithms such as principal component analysis (PCA) or clustering 
techniques, would be applied to skeletal measurements and cranial 
features to identify ancestral clusters and population affinities. These 
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models would minimize dimensionality and highlight patterns of 
morphological variation among populations.

•	 Age Estimation and Growth Modelling: Regression-based 
approaches, such as support vector regression (SVR) or Gaussian 
process regression (GPR), would be trained using age-at-death data 
and skeletal growth trajectories to estimate biological age and devel-
opmental stage from skeletal remains. These algorithms would learn 
nonlinear correlations between skeletal characteristics and chrono-
logical age to forecast age-related changes properly.

•	 Virtual Reconstruction and 3D Visualization: Machine-learning 
algorithms, such as iterative closest point (ICP) algorithms or deep 
learning-based image registration approaches, would be utilized to 
align and recreate fractured skeletal remains from forensic imaging 
data. These models would repeatedly enhance geometric alignments 
and provide 3D reconstructions of skeletal structures for anatomical 
examination.

Example Result: A geometric morphometric study discovered discrete 
morphological clusters in cranial measures belonging to different 
ancestral populations, enabling forensic anthropologists to establish 
the ancestry of unidentified skeletal remains with high accuracy.
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Introduction: Forensic Biological Evidence

The term ‘biological’ represents living organisms, life processes and their 
interactions. Evidence, on the other hand, is information that is presented 
in court to support an argument that has been legitimately stipulated as evi-
dence of that claim to an authorized tribunal. Blood, saliva, semen, hair etc., 
all are referred to as forensic biological evidence, that is commonly encoun-
tered at a crime scene [1]. This biological evidence holds specific charac-
teristics that aid forensic experts and investigators in carrying out forensic 
investigations judicially. During any forensic investigation, this evidence is 
of paramount significance for many reasons. It can connect a suspect to a 
victim, an object or a crime scene. This link can further be crucial in assem-
bling evidence against the accused [2]. Also, forensically relevant biological 
evidence has efficiently helped in exonerating the innocent who were wrong-
fully convicted of a crime. DNA analysis is a powerful investigative technique 
useful for identifying individuals and establishing familial relationships. 
Moreover, forensic biological evidence is an essential part of criminal inves-
tigations and court procedures since it independently validates and supports 
the key elements of the case, serving as corroborative evidence. The scientific 
and objective aspect of such evidence lends credibility and dependability to 
the case as a whole.

Biological evidence refers to samples or specimens containing biological 
material, usually collected at a crime scene. It can be categorized into vari-
ous forms based on its origin, which can be human or non-human (animal 
or plant). As illustrated in Figure 5.1, forensic biological evidence is broadly 
grouped into two categories, that is, body fluids (saliva, blood, urine, sweat, 
semen, tears, vaginal and nasal secretion) and non-body fluids (teeth, nails, 
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bones, hair, tissues, botanical and microbial evidence) [3]. In serology analy-
sis, biological fluids are identified through the use of both presumptive as 
well as confirmatory testing. Presumptive testing relates to a rapid kind of 
testing that indicates the presence of bodily fluid under investigation. On the 
other hand, confirmatory tests are relatively specific and take longer time for 
analysis as compared to the presumptive tests [4].

The quality and reliability of forensic analysis may be majorly impacted 
by several challenges faced while analyzing such biological evidence dur-
ing forensic investigations. External factors (temperature, humidity, flora 
and fauna of the surrounding area) tend to degrade these biological samples 
rapidly. Body fluid identification in forensic science holds significant promi-
nence as it provides the capability to differentiate them individually. However, 
there are enormous challenges faced in dealing with these body fluids dur-
ing forensic investigations. Low sample quantity or sample mixtures majorly 
contribute to any hindrance during the analysis. Therefore, there is always 
a demand for significant advancements in forensics so as to overcome these 
challenges. Computational models coupled with human abilities will venture 
new avenues in the field of forensics by offering promising measures to uplift 
scientific assessment and thereby ensure accuracy and precision in forensic 
investigations.

Machine-Learning Approaches

Machine learning (ML) encompasses a broader collection of varied algorithms 
aimed at attempting to identify computational data patterns and then utiliz-
ing them to derive mathematical models which are capable of generalizing 

Figure 5.1  Categorization of forensic biological evidence.
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the learned rules on unseen data. It is a subfield of artificial intelligence (AI) 
dealing with the implementation of computational algorithms and patterns 
to improve the overall performance of human labour. Over the years, the 
application of machine-learning algorithms has significantly advanced and 
attained wider practical approaches. It has become the most popular choice 
for creating useful software for speech recognition, language processing, 
computer vision and other related fields.

Different knowledge acquisition methods used under the umbrella of 
varied ML tools are supervised and unsupervised learning methods, semi-
supervised learning and reinforcement learning methods as shown in Figure 
5.2. Supervised machine-learning algorithm refers to when input data is 
matched with corresponding output labels, thereby producing precise pre-
dictions on unseen data [5]. Supervised learning includes the following 
approaches: decision tree–based learning, linear modelling and deep learn-
ing. Unsupervised learning includes ordination, clustering and anomaly 
detection [6]. In unsupervised learning, patterns are to be recognized by the 
learning system without any prior labels or specifications. On the other hand, 
in a reinforcement learning system, a machine-learning algorithm learns to 
achieve the goal or provide a list of actions based on the current system on its 
own by maximising a reward through trial and error via interaction with the 
given environment [7, 8].

Large-scale data is becoming more prevalent across all spheres of human 
endeavour, which has led to a surge in new requirements for the underlying 
machine-learning algorithms. Multivariate data analysis techniques can be 
classified into two main groups: (i) regression or calibration models and (ii) 
pattern recognition techniques. Further, the pattern recognition techniques 

Figure 5.2  Classification of Machine-learning algorithms.
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are subgrouped into supervised and unsupervised models. Principal com-
ponent analysis (PCA) is one of the unsupervised models, whereas partial 
least square–discriminant analysis (PLS–DA) represents supervised models 
or classification [9].

Application of Machine Learning in Forensic Biology

Forensic investigations have the potential to be completely transformed by 
the integration of machine-learning algorithms in forensic biology. Forensic 
scientists may enhance the accuracy as well as efficiency of their investiga-
tions by using these machine-learning techniques in their analysis of DNA 
evidence. Figure 5.3 showcases the role of machine-learning algorithms in 
different areas of forensic biology that help in improving the overall accuracy 
and efficiency. Novel opportunities and challenges have been brought forth 
by recent research on machine learning algorithms in forensic domains. 
These algorithms have been utilized to address the limitation of human bias 
specifically in the field of forensics [10].

Advanced DNA Analysis

In forensic biology, machine-learning algorithms can identify genetic muta-
tions in DNA that may go undetected through manual analysis of vast 
DNA datasets. Additionally, such algorithms can also assist in automating 
the DNA analysis procedure, which will further reduce manual time and 
effort. Six machine-learning algorithms namely random forest (RF), logistic 

Figure 5.3  Role of machine learning in different areas of forensic biology.
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regression (LR), k-nearest neighbour (KNN), stochastic gradient descent 
(SGD), Gaussian Naïve Bayes (GNB) and support vector machine (SVM) 
were applied to available DNA mixtures and were assessed for four matri-
ces. It resulted in 95% accuracy using the ML tools [11]. In another study, 
artificial neural networks (ANN), a subset of machine-learning algorithms 
were explored along with regression analysis to evaluate DNA methylation 
patterns for age estimation [12].

Automated Body Fluid Identification

Identification of various body fluids during any forensic investigation is cru-
cial to know about their origin and comprehend the timeline of events at 
the crime scene. Machine-learning algorithms aid in categorizing different 
body fluids based on their specific chemical and biomolecular character-
istics. Researchers have used various ML models to identify specific body 
fluids. Specific microRNA (miRNA) biomarkers were reported to identify 
menstrual blood using logistic regression models [13]. Multi-class random 
classifier probabilistic models were also developed to predict the source of 
single or mixed body fluids respectively [14]. A novel model based on a ran-
dom forest algorithm was developed to assess the type and source of different 
body fluids [15].

Human Identification

Over the years, human identification during any forensic investigation is 
achieved by determining the genetic profiles, utilizing the autosomal short 
tandem repeats (STRs) and mitochondrial DNA (mtDNA). However, owing 
to the complexity and large datasets, forensic scientists have considered 
machine-learning algorithms as a novel approach to predicting genetic 
relatedness [16]. In another study, three machine learning classifiers—ran-
dom forest (RF), support vector machine (SVM) and artificial neural net-
work (ANN) were used to predict externally visible characteristics (EVCs) 
obtained from DNA sources [17]. Using a customized convolutional neural 
network (CNN), the study created an automatic human identification system 
(DENT-net) that can accurately identify individuals from panoramic dental 
radiographs (PDRs) [18].

Postmortem Interval (PMI) Estimation

During forensic investigations, the estimation of time since death, that is, 
postmortem interval (PMI) is crucial yet challenging. Researchers aimed to 
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construct an accurate postmortem interval (PMI) prediction model utiliz-
ing the microbial sequencing data from internal organs in mouse remains. 
Regression models such as random forest (RF) and support vector (SV) 
helped in identifying potential microbial biomarkers for PMI estimation 
[19]. Alternatively, varied multivariate approaches such as generalized addi-
tive models (GAMs) and support vector machines (SVMs) allow various 
indicator components to be included in the models, hence making the PMI 
prediction more accurate [20]. Other machine-learning tools such as lin-
ear discriminant analysis (LDA) and logistic regression (LR) have also been 
widely used in forensic science for PMI estimation [21]. These approaches 
to machine learning utilize the positive aspects of multiple base classifiers 
and the prediction outcomes, integrating them to deliver accurate predic-
tions. This further increases the diversity and complexity of the models while 
simultaneously enhancing prediction accuracy and robustness.

Sex Estimation

Ortega et al. [22] had earlier reported the efficacy of various machine-learn-
ing (ML) tools in accordance with an expert’s visual examination to deter-
mine the gender of baby skeletons based on ilium images. In another study, 
convolutional neural network (CNN) models were developed for sex estima-
tion based on pelvic regions of the body [23]. Based on photo-anthropomet-
ric indexes, specific sex and age estimations were earlier reported, wherein 
an artificial neural network enabled the classification of individuals from a 
Brazilian population [24]. Venema Javier et al. [25] analyzed different learn-
ing algorithms for male and female estimation via humerus bone images. 
The results obtained from this study attained the highest level of accuracy at 
91.03% when compared to the ones obtained by a human expert with 83.33%.

Wildlife Forensics

In wildlife forensics, machine learning plays a pivotal role as it utilizes 
advanced computational techniques to assess and understand data related 
to crimes involving wildlife. Investigating illicit activities such as poaching, 
trafficking and the illegal trade in endangered species is the primary objec-
tive of wildlife forensics. Large datasets, such as involving acoustic record-
ings or camera traps, can be processed over time by these algorithms to track 
migration patterns, monitor changes in wildlife distribution and estimate 
wildlife population respectively. An automated approach was developed for 
species identification on massive matrix-assisted laser desorption/ionization 
(MALDI) datasets employing machine learning with minimal human input. 
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The study utilized semi-supervised machine-learning algorithms for spe-
cies identification by collagen peptide fingerprinting [26]. In another study, 
machine-learning algorithms were used to differentiate tooth scores and 
tooth pits of carnivore species with high precision [27].

Crime Scene Prediction and Reconstruction

The incorporation of algorithms based on machine learning (ML) can 
improve crime scene reconstruction in numerous ways by providing 
insightful information that helps law and enforcement agencies solve 
crimes. Machine-learning algorithms, utilizing advanced deep-learning 
strategies on CCTV camera images, fraud detection systems and spam 
image recognition, have been employed in both the identification and pre-
vention of criminal acts. Palanivinayagam et al. [28] proposed an algorithm 
to forecast the probability of specific crimes in a particular area. The study 
also reported a summary of different works where advanced machine-
learning algorithms were used for the prediction of crime for a given area. 
Mandalapu et al. [29] reported a systematic review of the application of 
different machine-learning algorithms for the early detection of crime. 
A similar review was reported by Dakalbab et al. [30] on the application 
of various machine-learning algorithms for crime prediction. Therefore, 
advanced machine-learning algorithms have the potential to foresee future 
criminal activity, reconstruct complex crime scenes and track significant 
bits of evidence.

Victim Identification

Machine learning has the potential to significantly contribute to victim iden-
tification processes by identifying victim’s facial characteristics or analyzing 
behavioural patterns associated with victims, that may help in understand-
ing their habits, routines or interactions. A machine-learning algorithm 
was introduced to identify single nucleotide polymorphisms (SNPs) for 
victim identification from skin microbes [31]. Another research study was 
reported to evaluate the efficacy of machine learning algorithms in identi-
fying panoramic radiograph pairs for individual identification [32]. It was 
observed that by utilizing a deep convolutional network an accuracy of 85% 
was obtained and precise prediction for personal identification was achieved. 
In order to predict the outcomes of criminal trials based on the evidence 
provided, researchers [33] utilized different machine-learning tools, respec-
tively. The algorithm was able to accurately classify historical guilty verdicts 
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and thereby demonstrate the potential of using machine learning to assist in 
decision-making based on evidence in criminal trials.

Forensic Evaluation of Sexual Assault

Fernandes et al., in their work, have reported state-of-the-art deep-learning 
algorithms that were evaluated for the forensic assessment of sexual assault 
[34]. A framework of key steps involved in the automated detection of geni-
tal injuries and forensic assessment utilizing machine learning tools was 
proposed.

Other Areas of Forensic Biology

Recent developments in the field of forensic pathology have led to the appli-
cation of various machine-learning algorithms to determine the nature of 
death causes, such as: (1) drowning by the identification of diatoms [35], (2) 
classification of microscopic and gross postmortem images [36] and (3) rec-
ognition of fatal brain injuries [37, 38]. In another study, convolutional neu-
ral networks (CNN) were utilized to classify bloodstain patterns, wherein 
a 99.73% success rate was achieved to classify the patterns respectively [39]. 
Similarly, in the field of forensic genetics, a machine-learning algorithm was 
applied for forensic STR allele extraction [40].

Case studies—Machine Learning in Forensic Biology

In accordance with US Patent number 10,957,421, Marciano and Adelman 
[41] established a completely novel hybrid machine-learning technique 
(MLA) to analyze the DNA mixture of different contributors. In comparison 
with current methods, their machine-learning algorithms potentially enable 
faster and more accurate deconvolution (separation) of DNA mixtures with 
minimal financial and computational capacity.

In January 2024, Delhi Police was able to crack a murder case with the 
help of an artificial-intelligence algorithm, wherein the AI algorithm was 
used to reconstruct the victim’s deceased face by correcting facial discolou-
ration and enhancing the eyes. Thus, such algorithms are often helpful for 
victim identification and to predict potential crime hotspots.

Therefore, the integration of machine-learning algorithms into the 
field of forensic biology will bring profound advancements that will aid in 
the accurate analysis and interpretation of biological evidence. Figure 5.4 
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illustrates a schematic representation of the amalgamation of machine learn-
ing in the field of forensic biology and serological evidence identification.

Advantages of machine learning approaches in forensic biology:

Machine learning algorithms hold significant promise for forensic biology 
with their ability to assist in the analysis and interpretation of intricate bio-
logical evidence. Some of the advantages of utilizing machine-learning algo-
rithms in the field of forensic biology are as follows:

For biological evidence, such as DNA sequences, body fluid and hair char-
acteristics and blood spatter patterns, machine-learning algorithms can assist 
forensic investigators in deciphering intricate patterns and linkages. This can 
help enhance the accuracy and ease in forensic analysis.

Machine-learning algorithms can minimize the possibility of human errors 
by automating time-consuming and repetitive tasks.

The accuracy and speed of DNA profiling can be enhanced through 
machine-learning algorithms, which can further help in identifying suspects 
and linking them to the victim or crime scene.

Analyzing probable suspects based on their geographic profiles, criminal 
behavioural patterns etc., these machine-learning algorithms can provide 
aid to different law enforcement agencies or organizations to enhance their 
overall investigations.

Figure 5.4  Schematic representation of the amalgamation of machine learn-
ing in the field of forensic biology and serological evidence identification.
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Disadvantages of Machine-Learning 
Approaches in Forensic Biology

Machine-learning algorithms have the ability to bring out better advance-
ments in different areas of forensic biology. However, there are enormous 
challenges and disadvantages to using such complex tools and algorithms in 
this field.

Data Quantity and Quality: Machine-learning algorithms generally 
demand large, robust data sets for analysis. In forensic biology, obtaining 
large and diverse datasets is challenging due to the limitation of real-time 
crime scene samples. This may be an obstacle in providing the appropriate 
accuracy of the model.

Biasness: These algorithms are sometimes influenced by biased training, 
thereby producing false or inaccurate results.

Ethical Issues: Individual rights and privacy may be compromised if 
sometimes certain data sets (such as genomic data) are used for investigation 
purposes without prior consent.

Cost and Expertise: Applying machine learning tools to use in forensic 
biology requires an enormous financial and human investment in resources. 
Also, to generate, validate datasets and manage these tools, specialized 
knowledge is required.

Technology Advancements: Forensic experts and law enforcement orga-
nizations will need to update and adapt to recent developments in machine 
learning tools on a regular basis.

Future Aspects of Machine Learning in Forensic Biology

Machine-learning algorithms promise to hold great prominence in forensic 
biology and its varied aspects such as DNA analysis, serology and blood pat-
tern analysis in future. These computational algorithms and learning tools 
can profoundly elevate the accuracy and competence of all these forensic 
biology techniques, that will overall boost the forensic investigations greatly. 
Machine learning can aid in quality control by identifying false or mislead-
ing forensic data, thereby maintaining overall integrity.
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Introduction

Toxicology is a multidisciplinary field that studies the adverse effects of 
chemicals, drugs and other substances on living organisms [1, 2]. It involves 
the identification, characterization and understanding of the mechanisms 
of the toxicants, diagnosis, management and treatment of individuals who 
have been exposed to toxic substances [3]. Toxicologists also aim to assess 
and manage risks associated with exposure to toxic agents development 
[4, 5] and implementation of regulations and guidelines to protect human 
health and the environment [6–8]. As shown in Figure 6.1, there are vari-
ous branches of toxicology, each dealing with a different aspect of toxicants 
[9]. Environmental toxicology is about understanding the adverse effects of 
pollutants and toxic substances on the environment and its inhabitants to 
ultimately mitigate and prevent environmental pollution and its effects on 
ecosystems and human health [10, 11]. Predictive toxicology develops tools 
and techniques [12] to predict the toxic effects of chemicals or substances 
on living organisms in order to develop methods for the pre-evaluation of 
toxicity in drug development processes, industrial chemical production or 
exposure to environmental contaminants [13]. Clinical toxicology is about 
the diagnosis and treatment of poisons [14]. Along with the above, toxicology 
also finds its utility in the analysis of forensics, for the analysis of exhibits 
in criminal investigation procedure by combining principles of forensic and 
analytical toxicology [15, 16].

Machine Learning in Forensic Evidence Examination A Machine Learning Approach in Toxicological 
Evidences

DOI:  10.4324/9781003449164-7

10.4324/9781003449164-7

http://dx.doi.org/10.4324/9781003449164-7


99A Machine Learning Approach in Toxicological Evidences﻿﻿

A Machine Learning Approach in Toxicological 
Evidences

Traditionally, toxicologists have relied on animal testing and empirical 
studies to assess toxicity [17, 18]. Analysis of toxicants has predominantly 
relied on extensive sample preparation techniques and chromatographic 
analysis [19, 20]. However, the advent of machine-learning (ML) and 
deep-learning (DL) techniques has revolutionized the field of toxicology 
and facilitated the analysis of forensic exhibits [21, 22]. These advanced 
computational methods have enabled more accurate predictions of tox-
icity, faster risk assessment and the identification of novel toxicants [23]. 
Machine learning is, basically, a subfield of artificial intelligence (AI) that 
involves the development of algorithms and models that train computers to 
make predictions or decisions without being exclusively programmed for 
a particular task [24]. Machine learning is comprised of supervised learn-
ing (multiple linear regression, naive Bayes classifier, decision trees, sup-
port vector machines, ensemble learning, artificial neural networks, deep 
neural networks), unsupervised learning (principal component analysis, 
Kohonen’s self-organizing maps) and reinforcement learning [25]. Machine 
learning techniques have found varied applications in various fields of toxi-
cology [25–27]. In this chapter, we briefly summarize the applications of 
ML in different branches of toxicology and explore in detail the utility of 
ML and DL especially in the field of forensic toxicology and analysis of 
forensic exhibits. In later sections, various classical and modern methods 
of sample preparation, the general flow of analysis of toxicological exhibits 
and the role of ML in forensic analysis of the exhibits for qualitative and 
quantitative purposes have been discussed.

Figure 6.1  Branches of toxicology.
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Machine Learning in Predictive Toxicology

ML and DL models have the ability to predict toxicity with high accuracy and 
subsequently fill the research gaps, as demonstrated in Figure 6.2 [21]. These 
models are trained on large datasets of chemical and biological data, allow-
ing them to recognize patterns and relationships that might not be appar-
ent through traditional experimentation. Predictive models can estimate 
toxicity endpoints, such as median lethal dose (LD50) and median inhibi-
tory concentration (IC50) which are crucial for risk assessment and regula-
tory decisions [28]. It can also predict the harmful effects of substances on 
living organisms [29] and help in the structure–activity relationship (SAR) 
by establishing a relationship between the molecule and its biological activ-
ity. For such purposes, a variety of ML and DL models are available for use 
depending on the nature of the data and the problem at hand. A few of the 
most commonly used models in predictive toxicology are given below [30]:

Random Forests (RF): Random forest is one algorithm which has been 
widely used in predictive toxicology [31]. For instance, in a recent 
study, it was used to build classification models for mouse liver tox-
icity [32]. This algorithm is a combination of multiple decision trees 
that are merged to put out a single result and is suitable for both clas-
sification and regression problems [33].

Support Vector Machines (SVMs): SVMs are used in toxicology for 
binary classification problems, especially when working with limited 
samples. They can distinguish toxic from non-toxic compounds [34] 

Figure 6.2  Predictive toxicology.
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and have been found to be useful in the identification of aquatic tox-
icity mechanisms of various organic compounds [35].

Gradient Boosting Machines (GBM): Gradient boosting algorithms 
such as XGBoost and light GBM have become increasingly popular 
as they are able to handle complex data and provide good results. 
Gradient boosting combines various base models to form a strong 
ensemble model, often used for regression and classification prob-
lems in toxicology. In a study, GBM along with other methods was 
used to build a model for predicting the half-life of organic chemi-
cals in humans [36].

Neural Networks: Deep-learning models are also increasingly used for 
the toxicity prediction and classification of various chemical sub-
stances. These models have the ability to learn complex patterns and 
extract information from the given data. The different types of neu-
ral networks commonly used in predictive toxicology include:

•	 Feedforward Neural Networks (FNN): An FNN is one of the most 
basic types of neural networks wherein the data moves in only one 
direction through input, hidden and output layers and is used for 
various toxicity prediction tasks [37].

•	 Convolutional Neural Networks (CNN): CNNs are usually used for 
image recognition purposes and are thus useful when dealing with 
image-based toxicity prediction such as molecular structures or bio-
logical assays [38].

•	 Recurrent Neural Networks (RNN): RNNs are used when working 
with sequential data and are suitable for predicting time-dependent 
toxicity or molecular sequences [39].

•	 Graph Neural Networks (GNN): GNNs are developed specially for 
graph data and hence, ideal for problems involving molecular graphs 
or chemical compounds [40].

DeepChem: DeepChem is a library that was created specifically for the 
discovery of drugs [41] as well as predictive toxicology. It provides 
pre-built deep learning models and tools tailored for chemical and 
biological data analysis [42].

Chemoinformatics Models: Chemoinformatics-based models, such 
as quantitative structure–activity relationship (QSAR) models and 
pharmacophore modelling are also commonly used for toxicity pre-
diction alongside traditional ML and DL models. These models rely 
on chemical properties, molecular descriptors and structural fea-
tures [43].
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Ensemble Models: Often, a combination of different models is used to 
improve the model performance [44]. Some examples of ensemble 
techniques such as stacking and bagging can be used to combine the 
predictions from multiple models in order to achieve greater accu-
racy [45, 46].

Transfer Learning: Through transfer learning, a pre-trained model 
that has been fine-tuned for a specific toxicology task is re-used on a 
second related problem and can be particularly advantageous when 
dealing with limited data and computational resources [47].

Explainable Artificial Intelligence Models (XAI)

As the name suggests, explainable AI models not only make predictions but 
also give the rationale behind the model’s decision. This improves the trans-
parency of the models and makes the predictions more trustworthy, which is 
crucial in toxicological studies [48].

Ultimately, the choice of the model depends on factors such as the nature 
of the toxicological task, data availability as well as the desired level of inter-
pretability. Nevertheless, different models can be experimented with to assess 
which one works best for the problem at hand.

Structure–Activity Relationship

Structure–activity relationship (SAR) studies are used to determine the rela-
tionship between the structural characteristics of a chemical compound and 
its biological activity, such as toxicity. With the increase in chemical libraries 
and datasets, ML and DL models have been widely used in SAR-based tox-
icity predictions [49, 50]. This can help identify features that are associated 
with toxicity, which is especially necessary when developing drugs or chemi-
cals for use [51]. ML and DL techniques are currently utilized in SAR analysis 
in the following ways:

Feature Extraction and Selection

•	 Molecular Descriptors: Molecular descriptors are numerical values 
that represent chemical compounds. These descriptors are derived 
from various properties of the molecules from simple ones such as 
molecular formula and topology to more complex ones such as 3D 
structure [52]. These descriptors are used as input variables for the 
ML model in order to make predictions.
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•	 Deep Learning for Feature Extraction: DL models have the abil-
ity to learn and extract relevant features from the input data, such 
as molecular structures, without requiring manual feature engi-
neering. Techniques such as graph convolutional neural networks 
(GCNs) and recurrent neural networks (RNNs) can process molec-
ular graphs or sequences directly, maintaining valuable structural 
information (Figure 6.3) [53].

Data Preparation and Augmentation

•	 Data Preprocessing: The most important part of this initial step 
includes cleaning and standardizing molecular data, handling missing 
values, normalizing features and ensuring that the data is consistent.

•	 Data Augmentation: In case of limited data or samples, data aug-
mentation techniques can be considered for generating new data 
points with slight variations, thus increasing the size and diversity 
of the dataset.

Model Training

•	 Traditional ML Models: ML algorithms such as random forests 
and support vector machines, among others, are trained on datasets 
of compounds with known activity levels. Thereafter, these models 
learn to map the relationship between molecular descriptors and the 
corresponding biological activities [54].

•	 Deep Learning Models: SAR models based on DL techniques such 
as GNNs can be used to predict values on various chemical and toxi-
cological properties such as activity labels or continuous activity val-
ues [55].

Figure 6.3  Deep learning–based predictive toxicity prediction.
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Predictive Modeling

•	 Binary Classification: ML and DL models can be used for binary 
classification tasks, such as predicting whether a molecule is active 
or inactive against a specific target [56].

•	 Regression Analysis: Regression models are used for quantitative 
SAR (QSAR) analysis to predict the activity levels of chemical com-
pounds and are able to assess the contribution of various features 
with respect to certain parameters [57].

Model Interpretability

•	 Feature Importance: As stated earlier, ML and DL models are capa-
ble of evaluating the contribution of each feature towards making 
the final prediction [58].

•	 Attention Mechanisms: Some DL models, for instance, GNNs use 
attention mechanisms to point out specific substructures or atoms 
within molecules, responsible for bioactivity [59, 60].

Model Validation

•	 Cross-Validation: Cross-validation techniques are used to evaluate 
the performance of the model on the portion of the dataset that was 
not used to train the model. This is done in order to measure the 
model’s ability to generalize new unseen data.

•	 External Validation: Another type of validation that can be done is 
external validation in which the model is validated against similar 
external datasets [61].

•	 Chemoinformatics Databases: There are various databases avail-
able, such as ChEMBL and PubChem [62], that are utilized by ML 
and DL models for gathering chemical and biological data which is 
useful for SAR analysis.

Virtual Screening: ML and DL models today have employed numerous 
existing chemical libraries for screening drugs and toxic compounds, 
which in turn, has been a huge improvement for SAR analysis and pre-
dictions. Overall, these techniques have increased the speed of such anal-
ysis through automatic feature extraction, capturing complex patterns 
[63] and also improving the understanding of how chemical compounds 
work [64].
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Machine Learning in Clinical Toxicology

In the pharmaceutical industry, predicting adverse events associated with 
drugs is critical. ML and DL models can analyze large-scale clinical and 
pharmacovigilance data to identify patterns that suggest potential adverse 
events. This helps in postmarketing surveillance and can lead to safer drug 
usage. A study evaluated machine-learning algorithms for predicting sei-
zure due to acute tramadol poisoning using routine demographic, clinical 
and paraclinical data, and important predictive variables [65]. A support 
vector machine–based method along with a feature selection technique 
that can be applied to accurately predict paraquat poisoning toxicity is also 
reported [66].

Machine Learning in Environmental 
Monitoring and Toxicology

ML and DL are also applicable in environmental toxicology. These tech-
niques can help in predicting the environmental impact of chemicals, assess-
ing their potential for bioaccumulation and understanding their effects on 
ecosystems [67]. This knowledge aids in the regulation of pollutants and 
further helps in reducing their effects on the ecosystem as well as human 
health [68]. ML and DL are used in environmental toxicology specifically for 
the purpose of predicting the toxicity of various chemicals to aquatic organ-
isms (Figure 6.4). As a result, they are able to identify potentially harmful 
substances and prioritize the same for further testing. They are also a great 
tool for predicting bioavailability, considering factors such as soil properties, 
climate and microbial activity [69]. In the case of environmental monitoring, 

Figure 6.4  Predictive environmental toxicology [20].
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these techniques help with (a) sensor data analysis: as more and more envi-
ronmental sensor data are made available, ML algorithms can be used for 
processing such data from environmental sensors to assess and predict fac-
tors such as air quality [70]. They can also be used for real-time monitoring 
of water quality by detecting anomalies, which further aids in early warn-
ing systems [71], (b) spatial analysis: a GIS (geographic information system) 
combined with ML can analyze spatial data to understand the distribution of 
pollutants and assess contamination levels in specific areas [72, 73], (c) spe-
cies sensitivity distributions (SSDs): ML models can analyze SSDs to predict 
the concentration of a pollutant that can harm a certain percentage of species 
in an ecosystem, for instance, the harmful effects of pesticides to aquatic life 
[74]. In general, ML can aid in the assessment of ecological risks by consider-
ing multiple stressors and their effects on the ecosystem [75].

Machine learning in Biological 
Monitoring and Toxicogenomics

Bioindicator Identification: With the help of ML models, the reaction of 
bioindicators to changes in the environment, or rather anomalies can be 
detected. These anomalies can then be used to spot environmental problems 
early on [76].

Metagenomics and Metatranscriptomics: DL techniques can analyze 
metatranscript data to understand the composition of microbial 
communities and their response to environmental stressors [77].

Gene Expression Analysis: DL models can also examine gene expres-
sion data to find which genes and biological pathways are reactive to 
environmental toxins [78].

Omics Integration: The integration of different omics, namely, genom-
ics, transcriptomics, proteomics and metabolomics data with the 
help of ML can provide a comprehensive understanding of how 
organisms respond to environmental stressors [79].

Data Integration and Fusion

•	 Multi-Source Data Fusion: By integrating data from different 
sources such as environmental sensors and chemical databases, ML 
techniques can create broad environmental models [80].

•	 Time-Series Analysis: ML models can analyze time-series data to 
detect long-term trends and seasonal variations in environmental 
parameters.
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Machine Learning in Risk Assessment

ML and DL play a crucial role in risk management in the field of environmen-
tal assessment and toxicology. As these techniques continue to be increas-
ingly used for the detection and identification of chemicals or pollutants, 
they have also become instrumental in analyzing the risks imposed by such 
substances. Additionally, the output of such assessments acts as guidance for 
decision-makers and can even be used to notify authorities about potential 
environmental emergencies such as harmful algal blooms [81, 82] or air pol-
lution episodes [83]. In the case of environmental toxicology, these techniques 
are also helping researchers and environmental agencies protect ecosystems 
and human health [84, 85]. They are particularly valuable for handling the 
complexity and volume of data associated with environmental assessments. 
In a recent study, a deep neural network (DNN) model was developed for the 
risk assessment of a drive-off scenario involved in an oil and gas drilling rig. 
It was an attempt at addressing the challenges of industrial risk assessment 
through machine learning and was able to achieve considerable accuracy 
[86]. Regarding climate change risk assessment, a variety of ML algorithms 
have been applied. Among them, the most commonly used are decision trees, 
random forests and artificial neural networks. These algorithms are usually 
applied for the assessment of flood and landslide risk events. Also, the appli-
cation of ML to deal with remote sensing data is consistent and effective [87].

Forensic Toxicology and Analysis of Forensic Exhibits

Forensic toxicology focuses on the analysis of substances in biological speci-
mens to aid criminal investigations for justice delivery. The primary goal of 
forensic toxicologists is to identify and quantify drugs, chemicals or other 
toxic substances in biological samples obtained from individuals involved 
in legal cases. This field plays a crucial role in various legal contexts, includ-
ing criminal investigations, postmortem examinations and workplace- or 
traffic-related incidents. Forensic toxicologists use various sample prepara-
tion and analytical techniques (Figure 6.5), including chromatography, mass 
spectrometry and immunoassays, to identify and quantify effective analysis 
of the toxicants when eventually the extracts are quantified using instru-
mental methods. Based on the physicochemical characteristics of the com-
pounds, there are different extraction techniques. However as non-volatile 
organic compounds are predominantly found in the visceral samples, we will 
restrict ourselves to discussing methods pertaining to the category of non-
volatile organic compounds.
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Classical and Modern Methods of Sample Preparation

•	 Stas–Otto Method: A method utilized to extract and identify alka-
loids. It has the names of the two chemists, Frederik Stas and Carl 
Otto, who created it. This approach is frequently used in forensic 
and toxicological laboratories for the detection and identification 
of alkaloids in diverse samples. It has historically been used for the 
examination of alkaloids from plant materials, such as medicinal 
herbs [88].

•	 Solvent Extraction: It is based on the distribution of alkaloid bases 
between acid or aqueous solution and immiscible organic solvent 
[89]. Distribution of a solute between two immiscible liquid phases 
in contact with each other, that is, two-phase distribution of a solute. 
The common solvents used for solvent extraction are n-hexane, tolu-
ene and acetonitrile.

Solvent extraction is one of the most common methods used in forensic 
toxicology related to biological matrices [16]. Drugs and metabolites are 
separated between the two phases based on their polarity. Buffering or pH 
adjustment of the specimen allows for selectivity in extraction techniques for 
acidic or basic drugs.

•	 Solid Phase Extraction: Solid phase extraction (SPE) was introduced 
as an alternative to solvent extraction in the mid-1970s. It was used 
for separation, preconcentration and solvent exchange of solutes for 

Figure 6.5  Analytical flow of toxicants.



109A Machine Learning Approach in Toxicological Evidences﻿﻿

solution [90]. This technique enables extraction, clean up and con-
centration of analytes before their quantification. SPE uses an adsor-
bent contained in a cartridge device or on a disk to adsorb selective 
species from the solution [91]. Different separation chemistries can 
be used with SPE techniques to extract various target analytes such 
as normal phase, reverse phase and ion exchange (both anion and 
cation) modalities [92]. Commercial cartridges used for SPE have 
1–10 ml capacities and are discarded after use [93]. Analytes con-
centration can be achieved better with SPE than solvent–solvent 
extraction and usage of an SPE column provides a quicker and safer 
alternative [16]. SPE is reliable, cost-effective and environmentally 
friendly. SPE can be automated desirable in high throughput labora-
tories. Low solvent consumption can be achieved by miniaturization 
of SPE columns to mini-columns/cartridges [92].

•	 Solid Phase Microextraction: SPME, developed in 1990, is defined 
as a miniature version and equilibrium technique where the extrac-
tion phase is small in comparison to the sample volume [94]. It is 
an extraction method where analytes are directly adsorbed from the 
sample onto a fused silica fibre that has been coated with the suitable 
stationary phase. This method is used to extract organic chemicals 
from aqueous samples [16]. SPME can be used for volatile substances, 
drugs in biological specimens, etc. It uses a relatively smaller sorp-
tive surface area and the sorptive fibre adsorbs analytes from gases, 
liquid or semi-solid samples upon exposure. Fibre coating is selected 
depending on the properties of the analytes. The commonly used 
are polydimethylsiloxane (PDMS), polyacrylate (PA), carboxen/
polydimethylsiloxane (CAR–PDMS), etc.

By controlling the thickness and polarity of the fibre coating, having consis-
tent sampling time and other parameters, SPME ensures high throughput 
and quantifiable results even at low analyte concentrations. SPME is solvent-
free, easy to automate and its fibres are reusable and inexpensive.

•	 Accelerated Solvent Extraction (ASE): ASE is an extraction tech-
nique used for treating organic compounds from solids as well as 
semi-solid samples using liquid solvents. Liquid solvents are organic 
solvents used at high pressures and temperatures above their boil-
ing points [95]. ASE requires less time and fewer solvents and gives 
better analyte recovery than traditional methods of extraction. The 
entire extraction process is automated and conducted in minutes for 
fast and easy extraction of multiple samples with very little solvent 
consumption.
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Instrumental Analysis

Analytical instruments such as gas chromatography and liquid chroma-
tography when combined with mass spectrometry are used for the accu-
rate identification and quantification of target analytes. These provide 
high sensitivity and selectivity, enabling the detection of trace amounts of 
compounds.

Machine Learning in Analytical 
Aspects of Forensic Toxicology

Traditional toxicology tests are time-consuming and costly. ML and DL 
algorithms can be applied to high-throughput screening assays, enabling the 
rapid assessment of thousands of chemicals or compounds simultaneously. 
This not only reduces the need for animal testing but also expedites the iden-
tification of toxic substances. A recent study utilized ML in the simultaneous 
detection of urine sample manipulation and prohibited drugs in a single run 
using retention time alignment within progenesis QI and artificial neural 
network [96]. In a proof of concept study, a group clearly demonstrated the 
potential of machine learning in the analysis of high-resolution mass spec-
trometry (HRMS) enabling data-independent acquisition (DIA) data. A 
machine-learning model was evaluated using training, validation and test 
sets of solvent and whole blood samples containing drugs (of abuse) common 
in forensic toxicology using feedforward neural network model architecture 
[97]. In another study metabolomics and machine learning were used for the 
determination of sudden cardiac death, which in forensic practice is one of 
the difficult tasks by combining metabolic characteristics from specimens of 
cardiac blood and cardiac muscle [98].

Challenges and Future Directions

While ML and DL hold great promise in the field of toxicology, there are 
several challenges to overcome. These include the need for high-quality, 
standardized data, interpretability of models and ethical considerations sur-
rounding the use of AI in toxicological research. In the future, toxicologists 
will likely see the integration of multi-omics data (genomics, proteomics, 
metabolomics) into ML and DL models, enabling a more holistic under-
standing of toxicity mechanisms. Additionally, the development of explain-
able AI techniques will help address model interpretability concerns.
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Introduction

Machine learning is the branch of artificial intelligence and can be defined 
as the process by which a machine is learned or trained to work more effi-
ciently. The sample is trained by feeding the input–output data, or input data 
alone, and the machine’s behaviour is studied. This means how the machine 
behaves or responds to all possible inputs, or we can say that machine learning 
involves training machines to recognize patterns, extract insights and make 
predictions or decisions based on data. Therefore, we can define machine 
learning as the equation or algorithm used to improve some performance 
measures while executing some tasks through training (Jordan and Mitchell, 
2015). In simple words, machine learning teaches the machine how to handle 
extensive data efficiently. In cases of large data, humans sometimes cannot 
interpret the data or extract useful information from the data. In those cases, 
machine-learning algorithms are used to interpret data and give conclusions 
based on previously fed data (Mahesh 2020).

Machine learning has revolutionized how machines learn, adapt and 
make decisions. Different types of machine-learning algorithms are used in 
a wide variety of data and to solve different machine-learning problems. For 
example, linear regression algorithms are used to understand the relation 
between two variables. It draws the straight line that best fits the variables and 
predicts one value based on the value of another variable. The decision tree 
algorithm uses a series of questions to reach a conclusion. The random for-
est algorithm combines the result of many decision tree algorithms and pre-
dicts the conclusion. Neural network algorithms are like a simplified model 
of the human brain. They work by adjusting connections between neurons 
to understand the pattern (Hastie et al., 2009; Murphy 2012; Mahesh 2020).
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Application of ML in the Field of Forensic 
Fingerprint Sciences

In modern forensic investigations, machine learning has become an 
essential tool due to its capacity to unravel complex patterns, handle large 
amounts of data and uncover concealed insights. For instance, imagine a 
puzzle and each piece of the puzzle has specific information that is useful in 
solving the case. Traditional forensic investigation methods include manu-
ally examining each piece of the puzzle, which could be time-consuming, or 
some minute detail can be overlooked. However, machine learning is the dig-
ital puzzle solver that can solve the most complex puzzle in less time (Lefèvre 
2018; Metcalf et al., 2017).

Fingerprints are considered one of the dominant biometric traits due to 
their various characteristic traits such as acceptability, high security, reli-
ability and low cost (Awad 2012, Jain et al., 1999). Therefore, there are lots 
of fingerprint identification systems, but they lack identification time and 
accuracy in different stages of fingerprint examination such as fingerprint 
acquisition, fingerprint processing and enhancement, fingerprint extraction, 
fingerprint matching and fingerprint classification as described in Figure 7.1 
(Egawa et al., 2012, Jain et al., 2011). Machine learning is used for fingerprint/
pattern examination to overcome these problems.

From identifying minute details in fingerprints or deciphering the link 
between different pieces of evidence, machine learning is also used in DNA 
forensics to decode complex DNA sequences, genetic profiling or identify-
ing markers. Besides these, it is used in financial fraud investigation, pattern 

Figure 7.1  Fingerprint recognition, identification and matching using artifi-
cial neural networks is the process that involves training neural networks to 
analyze fingerprint images and make decisions about their identity or similarity 
(Awad, 2012; Hambalík, 2016; Shehu. et. al., 2018).
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evidence analysis, digital investigations, medicine and toxicology and many 
more (Padma and Don, 2022; Haroon et al., 2020).

Machine Learning Techniques in Fingerprint/
Pattern Recognition/Identification/Matching

In biometric security and pattern recognition, using machine-learning 
algorithms has enhanced the security and other parameters in the finger-
print/pattern recognition/identification/matching field. Machine-learning 
algorithms contribute to fingerprint identification and matching to meet 
the growing demand for accurate and robust human identity verification 
methods. From classical algorithms to advanced deep learning models, these 
techniques have enhanced the precision of fingerprint analysis and enabled 
automation and scalability in various applications (Awad 2012).

	 1.	Artificial Neural Network

It is a model inspired by the human brain’s neural network, that is, it works 
similarly to the biological neural network in the human brain. Neural net-
work algorithms are used for various tasks such as classification, regression, 
pattern recognition and management (Krogh 2008). The neural network 
algorithm works on three layers: input, hidden and output (Walczak 2019).

•	 Input Layer: The starting point receives the raw input data. Each 
neuron in the input layer corresponds to the specific feature on the 
attribute, and its value represents the value of that feature. Each neu-
ron passes the value to the neuron of the next level.

•	 Hidden Layer: It is the intermediate layer responsible for learning 
and representing complex pattern relationships in data. It is the layer 
where the network learns to recognize features and combinations 
of features that are relevant to making predictions. The number of 
hidden layers and the number of neurons in each hidden layer are 
hyperparameters that need to be chosen based on the complexity of 
the problem.

•	 Output Layer: It produces the final results of neural network 
computation.

Components

•	 Neural (Node): It is the basic unit of the neural network algorithm. 
Each neuron works on different layers; therefore, each receives input, 
processes it and produces an output (Walczak 2019).
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•	 Connection (Synapses): Neurons are connected through weighted 
connections called synapses (Walczak 2019).

•	 Propagation: This is how input data is passed through the network. 
There are two types of propagation methods: (i) feed forward prop-
agation method: in this method, input data is passed through the 
network to generate prediction or output and (ii) back propagation 
method: this method follows the feed forward propagation method. 
This method adjusts the network’s connection weight to minimize 
the error between predicted and target values (Krogh 2008).

•	 Training Data: This is the supervised machine-learning algorithm; 
training data consists of input features and corresponding target 
values. ​

	 1.	Support Vector Machine

Support vector machine (SVM) is one of the most powerful machine-learn-
ing algorithms for linear and non-linear classification, regression, and out-
liner detection. In linear classification, the decision boundary that separates 
different classes is a single line or hyperplane, whereas non-linear classifica-
tion involves more complex decision boundaries that a single straight line 
or hyperplane can not define. SVM utilizes the ‘Kernel trick’ technology to 
excel in non-linear classification. The classes might have intricate and curved 
feature space. Moreover, the SVM algorithm can be extended to classify data 
into more than two groups with the help of a technique known as ‘multi-
class-classification’ in combination with various methods such as one-ver-
sus-all and one-versus-one (Suthaharan et al., 2016; Pisner et al., 2020).

Components

•	 Data Points and Features: It refers to a specific instance or example 
from the data set that you are using to train, validate or test the SVM 
model. Each data point is linked with a set of features that describes 
the characteristics (Guenther and Schonlau, 2016).

•	 Hyperplane: Hyperplane is the plane or line that separates different 
classes in the feature space (feature space is the collection of all fea-
ture vectors from space). In 2D cases, the hyperplane is the line, and 
in higher dimensions, it is the hyperplane. The algorithm aims to 
find the hyperplane that maximizes the margin (Pisner and Schnyer, 
2020).

•	 Support Vector: Support vectors are the closest data points to the 
hyperplane. These data points determine the optimal position of the 
hyperplane (Meyer and Wien, 2015).
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•	 Margin: Distance between the hyperplane and nearest support vec-
tor. The higher the margin, the better the generalization of the new 
data will be.

•	 Kernel Function: This technology handles the non-linear relation-
ship between features (Pisner Schnyer, 2020).

The SVM algorithm is used in fingerprints to classify fingerprint images 
in different categories such as arches, loops, whorl, etc. (Awad, 2012). 
Fingerprint images were classified into one of five categories: whorl, right 
loop, left loop, arch and tented arch, using multi-class classification (Yao 
et al., 2001). The SVM algorithm was designed to classify the fingerprint 
images in different categories like whorl, right loop, left loop, arch and tented 
arch with 92.5% accuracy (Alias and Radzi, 2016). The SVM algorithm was 
designed and trained to recognize the finger code. Moreover, the research 
compares two methods that are SVM and RBF. And, concluded that SVM 
has better recognition rates (Elmir et al., 2012). The fingerprint classification 
method based on the twin support vector machine was studied in which the 
Gabor filter is used to extract texture features and the experimental results 
show that applying the twin support vector machine algorithm gives good 
classification results (Ding et al., 2020). SVM classifier was used to separate 
fingerprint images into one of the three quality classes: good, medium, and 
poor (Liu et al., 2008).

Convolutional Neural Network

It is the extended version of the artificial neural network algorithm. This 
algorithm is mainly used to extract the features from grid-like matrix data-
sets. Convolutional neural networks have revolutionized computer tasks by 
automatically learning hierarchical features from input data, making them 
particularly effective in tasks such as image classification, object detection, 
etc. A convolutional neural network (CNN) works on the filters, and filters 
keep sliding on the image and capture the desired features (O’Shea and Nash, 
2015).

Architecture/Workings (Albawi et al., 2017; O’Shea and Nash, 2015)

•	 Input Layer: The input layer to CNN is typically an image, repre-
sented as a grid of pixel values.

•	 Convolutional Layer: These are the core building blocks of CNN. 
They apply a set of learnable filters to input images. Each filter is a 
small, square matrix that slides across the input image in horizon-
tal and vertical directions. Multiple filters are applied in parallel to 
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create various feature maps, capturing different aspects of the input 
layer.

•	 Pooling Layer: This layer reduces the spatial dimensions of the fea-
ture maps while retaining their most important information.

•	 Flattening: After several convolutional and pooling layers, the 
resulting maps are flattened into a dimensional vector.

This step connects the CNN to a fully connected layer.

•	 Fully Connected Layer: This layer consists of multiple neurons 
(nodes) that are fully connected to neurons in the previous layer and 
tell about the global pattern and relationship obtained from convo-
lutional and pooling layers.

•	 Output Layer: This layer provides the final prediction and 
classification.

•	 Training: CNNs are trained using labelled data and an optimiza-
tion algorithm. The network parameters, including filter weights and 
biases, are adjusted during training to minimize a loss function. The 
loss function measures the difference between predicted and actual 
values.

•	 Backpropagation: Errors are propagated backwards through the 
network during training, and gradients are computed for each layer. 
And errors are updated.

•	 Analyzes: After training the data, CNN can be used to make predic-
tions on new and unseen data.

In digital fingerprint classification, the most significant challenge faced by 
researchers is the low-quality images. A model consisting of several prepro-
cessing stages such as edge enhancement, data resizing and data augmenta-
tion was made to overcome this challenge. Initially, poor quality original raw 
fingerprint images were processed using previt and lapace filters to enhance 
the edge and, in this research, the classification accuracy varied from 67.6% 
to 98.7% for the validation set and from 70.2% to 75.6% for the test set (Dincă 
Lăzărescu et al., 2022). Moreover, a CNN autoencoder is used to reconstruct 
the fingerprint images, where autoencoder is the technique that can replicate 
the data into images. CNN autoencoder resulted in a more than 90% accu-
racy rate for fingerprint identification in different databases (Saponara et al., 
2021). Damaged fingerprints can be recognized using the CNN algorithm in 
MATLAB® software. A comparison was made between the traditional point-
matching recognition method, the traditional CNN recognition method and 
the improved CNN recognition method. It was found that CNN algorithms 
had higher recognition rates and lower false acceptance rates than traditional 
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point matching. However, the enhanced CNN recognition method shows the 
best result, with the highest recognition and lowest false acceptance rates 
(Li, 2021). The advanced CNN consists of 15 layers and is classified into two 
stages. The first stage is the preparation stage, which includes fingerprint col-
lection, augmentation and preprocessing. While the second stage deals with 
feature extraction and matching. It was found that this model gives 100% 
accurate results for both training and validating datasets (Althabhawee and 
Alwawi, 2022).

Generative Adversarial Network

A generative adversarial network is a deep-learning algorithm that consists 
of two neural networks competing against each other in a zero-sum frame-
work. The two neural networks are the generator and discriminator, which 
are trained simultaneously through a competitive process. The generator is 
the neural network that takes random noise as input and attempts to generate 
data samples that resemble real data. Then, a random noise vector is passed 
through multiple layers of the neural network; then, the network gradually 
transforms the noise into data that becomes indistinguishable from real data. 
Therefore, the output of the generator is an image sample that resembles the 
real image. At the same time, the discriminator is the neural network that 
serves as the binary classifier that takes the input data and tries to distinguish 
between real and fake data generated by the generator. And it outputs the 
result in terms of probability, indicating how likely the input data is to be real 
(close to 1) or fake (close to 0) (Creswell et al., 2018; Wang et al., 2017).

The generative adversarial network (GAN) algorithm enhances the qual-
ity of low-quality fingerprint images. Super-resolution GAN is trained to 
enhance the spatial resolution of fingerprint images and generate a high-res-
olution version of the same fingerprint image that can provide more detailed 
fingerprint feature extraction; therefore, for this, the Fdeblur–GAN model 
was made for deblurring fingerprint images using conditional GAN (Joshi 
et al., 2021). Moreover, a powerful progressive GAN mode, consisting of two 
stages, progressive offline training and interactive online testing, makes the 
model focus on minutiae and the orientation field and achieve better recogni-
tion accuracy (Huang et al., 2020). A GAN algorithm with certain modifica-
tions forces the model to generate three additional maps to the ridge maps to 
ensure that the generation process must consider orientation and frequency 
information and to force the generator to reserve ID information during the 
reconstruction process. This modified model was applied and tested on dif-
ferent databases, and it was observed that a rank 10 accuracy of 88.02% was 
achieved on the IIIT-Delhi latent fingerprint database and rank 50 accuracy 
of 70.89% on the IIIT-Delhi MOLF database (Dabouei et al., 2018).
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K-Means Clustering Method

It is the popular unsupervised machine-learning algorithm used for parti-
tioning a dataset into distinct groups or clusters based on the similarities 
of data points. ‘k’ represents the pre-defined value, that is, the number of 
groups (Sinaga and Yang, 2020).

Workings
•	 Decide the number of clusters you want to make.
•	 Randomly select centroid. The centroid represents data points that 

represent the average position of all data points within the clusters.
•	 Each data point is assigned to the nearest cluster centroid based on 

the distance metric.
•	 Now, centroids are re-assigned within the cluster, and new data 

points are added based on the distance.
•	 The same steps are repeated until a stopping criterion is met (Sinaga 

Yang, 2020; Hossain et al., 2019).

Components
•	 Data Points: The individual items or observations you want to 

cluster.
•	 Number of Clusters (k): This is the pre-defined number of clusters 

you want to make in the data set (Pham et al., 2005).
•	 Cluster Centroid: These are representative points at the centre of 

each cluster.
•	 Distance Metric: It measures the distance between two data points. ​

In the field of fingerprint examination, k-means algorithms are used for dif-
ferent purposes than in the research (Wang et al., 2002); datasets of finger-
prints are classified into different classes/clusters such as arch, left loop, right 
loop and whorl as depicted in Figure 7.2. A hierarchical k-means clustering 
algorithm has been utilized to classify fingerprint images into four quality 
classes: good, dry, normal and wet (Munir et al., 2012). Moreover, k-means 
clustering is also used in image segmentation (Mehidi et al., 2019, Cherrat et 
al., 2019).

Decision Tree

The decision tree is a type of supervised-learning algorithm that is used for 
problems majorly related to classification and regression. This algorithm is 
widely used because it is easy to understand and interpret. Moreover, it can 
be used for categorical and continuous data (Navada et al., 2011).
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Workings
•	 The algorithm starts with the entire dataset, which consists of input 

features and their corresponding target labels. The goal is to create 
a tree structure that can predict based on input features (Charbuty 
Abdulazeez, 2021).

•	 The algorithm selects the best feature to split the dataset into subsets. 
It evaluates different features based on different criteria.

•	 After selecting the best feature, the dataset is split into subsets.
•	 Similarly, these steps are repeated recursively for each created subset 

and split until the stopping criteria are met (Navada et al., 2011).
•	 Once a stopping criteria is met, the leaf node represents the decision 

tree’s final predictions.

Components
•	 Root Node: The topmost mode of the decision tree, representing 

the entire dataset at the beginning of the tree-building process. It 
is the node where the first feature is selected for splitting the data 
(Delibasic et al., 2011).

•	 Internal Node: These nodes represent the decision points in the tree. 
Each internal node is associated with the feature and conditions 
based on that value.

•	 Branches: Branches emanate from an internal node that leads to 
child nodes or leaf nodes

•	 Leaf Node: It is the terminal node of a decision tree. It does not have 
any child nodes. The leaf node represents the final decision or pre-
diction made by the tree (Delibasic et al., 2011).

Figure 7.2  All the data points are mixed; after applying the k-means algo-
rithm, data points are partitioned into distinct groups or clusters based on simi-
larities between data points. For example, each colour represents a fingerprint 
pattern class. Before applying the k-means algorithm, all the fingerprint patterns 
are mixed. However, after the application of the algorithm, all the patterns are 
divided into different groups.
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The J48 decision tree algorithm has been utilized in fingerprint-based gender 
classification. The accuracy of this approach is approximately 96.28% for the 
four fingerprint features namely, ridge count, ridge density, ridge thickness 
to valley thickness ratio and white line count (Abdullah et al., 2016).

Machine Learning in Palm Print and Hand Print Analysis

Besides fingerprints, biometric parameters such as handprints and palm 
prints are also majorly used in a person’s identification. Due to the rapid 
growth and technological advancement, a reliable and secure biometric iden-
tification method was required. Therefore, it increases accuracy, reliability 
and security. Several models based on machine learning were introduced for 
palmprint/handprint identification, recognition and examination (Zhang et 
al., 2003). Handprint and palm print identification are primarily based on 
geometrical and texture characteristics, which are essential for stable rec-
ognition features (Kong et al., 2008; Zhao and Zhang, 2020). Palm prints 
have several unique features such as principal lines (flexion creases), minu-
tiae points, wrinkle ridges (secondary creases), deltas, patterns and singular 
points that can be used in individual identification (Kong et al., 2009). ​

Measurements of handprints were used to determine the gender of the 
Sinhalese population in Sri Lanka. The results concluded that the classifi-
cation and regression tree (CART) algorithm can differentiate gender with 
91.67% accuracy with hand lengths, handbreadth and palm length. Also, 
other algorithms such as SVM and naive Bayes showed results with low accu-
racy, 83.33% (Dayarathne et al., 2021). PalmNet is the method used to extract 
highly discriminative palmprint-specific descriptors. This method uses the 
application of the Gabor filter in CNN. It was tested on databases captured 
using touchless acquisition procedures and heterogeneous devices. It was 
found that this method gives high accuracy (Genovese et al., 2019). Alexnet 
is also a structure based on CNN. It is used in palmprint recognition and 
identification using the PRelu activation function and recognition accuracy 
was found to be 99.9% (Gong et al., 2019).

Advantages and Disadvantages of Machine Learning

Humans have been using different machines or techniques to simplify their 
lives. Machine learning is one of the techniques that humans use to make 
their work easier (Mahesh, 2020). Forensic science deals with large databases 
that are reference databases for standard values. Therefore, a significant 
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problem arises in the management of that database. Machine learning suc-
cessfully organizes the data into systematic form (Wuest et al., 2016).

Moreover, sometimes, the data is large enough that it is difficult to 
extract the information of interest even after visualising the whole data, or if 
possible, it takes more time (Mahesh, 2020). For example, the examiner has 
to identify whether the print ‘matches’ or ‘does not match’ from the database 
containing 10,000 samples. In this case, it will be tough for the examiner 
who will match each print manually. Here, using different machine-learn-
ing algorithms will accelerate the identification process. Even it reduces the 
chances of manual error. Many times, different conditions such as residual 
composition, impression condition, skin condition, disability and acquisi-
tion devices result in poor-quality prints. These poor-quality prints are chal-
lenging to examine manually. However, machine-learning algorithms such 
as the Gabor and GAN algorithms are used for fingerprint enhancement. 
That enhances the print, thus making it more compatible for the examina-
tion (Win et al., 2020; Hong et al., 1998). According to the different studies of 
the J48 decision tree algorithm in fingerprint gender classification problem, 
the accuracy of the approach is approximately 96.28% for the four fingerprint 
features namely, ridge count, ridge density, ridge thickness to valley thick-
ness ratio and white line count (Abdullah at al., 2016) and CNN autoencoder 
resulted in a more than 90% accuracy rate for fingerprint identification in 
different databases (Saponara et al., 2021) this demonstrates that fingerprint 
identification, classification and examination is done more effectively by the 
machine-learning process rather than a manual process.

Besides this, the identification, classification and examination of finger-
prints by machine-learning algorithms has some challenges. The algorithm’s 
reliability highly depends on the quality and quantity of the training data. 
If the training data is not proper or is of a low amount, then the reliability 
of the result might be affected. Moreover, the result depends on the instruc-
tions provided; any biases or inaccuracies in the instructions will result in 
inaccurate conclusions (Singh et al., 2016). As machine-learning algorithms 
depend entirely on the training data, sometimes, results remain inconclusive 
due to erroneous fitting of suspected samples and training data (Anguita et 
al., 2010). Lack of interpretability and explanation of the result is one of the 
significant issues the examiners face. That makes it difficult for the exam-
iners to verify the result or check the accuracy and reliability of the result 
(Tyagi et al., 2022).

Moreover, machine-learning models may be prone to vulnerable attacks 
where malicious actors can manipulate the input data to deceive the algo-
rithms. Addressing these challenges requires a balanced approach that pri-
oritizes machine-learning algorithms’ transparency, accuracy and reliability.
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Future Aspects of Machine Learning

With the increase in machine learning and artificial intelligence usage in 
every sector, it is highly predictable that the use of machine learning algo-
rithms and artificial intelligence will keep increasing (Tyagi et al., 2022). 
Machine-learning techniques are now widely used in different domains of 
forensic science. Its use in the fields of fingerprint, handprint and palmprint 
examination is discussed above. Further, more advancements can be made in 
the examination of spoofed fingerprints. Spoofed fingerprints are artificial or 
fabricated fingerprints used to disguise the fingerprint recognition system, 
that is, spoofed prints are used to bypass the biometric authentication system, 
smartphone unlocking or other security features. Therefore, more advance-
ments can be made in machine-learning algorithms to distinguish between 
genuine and spoofed prints (Adam and Sathesh, 2021). Fingerprints can also 
reveal the person’s daily routine or lifestyle by examining the chemical com-
position of the fingerprints by mass spectrometry. Thus, utilizing machine-
learning algorithms in the determination of the compositional profile of the 
prints will be of great use (Hinners et al., 2018; Win et al., 2020). Several types 
of research in the field of fingerprint examination deal with determining gen-
der from fingerprints (Thakar et al., 2018; Iloanusi and Ejiogu, 2020; Jayakala, 
2021; Ibitayo et al., 2022) or determining age from fingerprints (Hinners et 
al., 2020; Basavaraj and Rafi, 2015; Falohun et al., 2016) or determination 
of the age of fingerprints (Popa et al., 2010; Chen et al., 2021; Girod et al., 
2016). These research areas are of great importance in forensic investigation. 
Therefore, advancement can be made in this area by utilizing machine-learn-
ing algorithms to investigate the determination of age from fingerprints, the 
determination of the age of fingerprints and the determination of gender from 
fingerprints. This will not only help the examiner narrow down the suspect 
list but also help the examiner determine these parameters with higher accu-
racy, reliability and minimal human error. Machine learning can be used not 
only in the examination of fingerprints, handprints and palmprints but also 
in other domains of forensic sciences. More research can be conducted to 
determine the test’s accuracy, reliability, and admissibility in a court of law.
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Introduction

The digital forensic research workshop (DFRWS) states digital forensics is:

The use of scientifically derived and proven methods toward the preservation, 
collection, validation, identification, analysis, interpretation, documenta-
tion and presentation of digital evidence derived from digital sources for the 
purpose of facilitating or furthering the reconstruction of events found to be 
criminal, or helping to anticipate unauthorized actions shown to be disruptive 
to planned operations [1, 2].

In simple terms, digital forensics directly deals with digital information for 
legal proceedings. It includes the use of scientific technologies and meth-
ods to process the data created by multiple digital objects [3]. It deals with 
digital devices and data in the context of cybercrimes or other digital inves-
tigations [4].

The National Institute of Standards and Technology (NIST) has designed 
a four-step procedure to be used in the digital forensics investigation process 
as mention in Figure 8.1. However, they can be performed in a flexible man-
ner depending upon the case complexity [3]. ​

Forensic Significance

Digital forensics investigation recovers, collects and analyses data, helping 
investigators to identify and prevent any unauthorized access to the gathered 
information [3]. It is significant in not just criminal but civil litigation as well. 
It extracts the data for the determination of the root cause of system failures 
or any breach of security. It is useful in achieving multiple goals, some of 
which are mentioned below [5]:

Machine Learning in Forensic Evidence Examination
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•	 Imaging: It is the process of making a bit-by-bit copy of a device 
such as a USB drive, hard drive or CD-ROM to preserve the integrity 
of the original device. This copy is used by the examiner to analyze 
and reconstruct the recovered, deleted and damaged data.

•	 Data Recovery: It is the process of getting back data that was erased 
by accident or lost as a result of hardware malfunction.

•	 Timeline Analysis: This creates a chronological order for the events 
related to an instance to govern what actions were taken at what time 
and by which parties.

•	 Network Forensics: It identifies the network traffic and connections 
including its source and destination of data. It is helpful for the iden-
tification of any malicious or unauthorized activities along with the 
reconstruction process for the network activities.

•	 Memory Analysis: It is the examination of a computer’s volatile 
memory for the recognition of open network connections, running 
processes, system malware and other system information.

•	 Steganography Detection: This involves the identification of hid-
den messages or data embedded in different files. It detects the rele-
vant data from the hidden communications or data for investigation 
purposes.

•	 Multimedia Forensics: It involves the identification and authentica-
tion of the audio, video and images as evidence using specific tools.

Problems Encountered

Digital forensics has become one of the biggest critical areas of security 
with the growing threat of cyber attacks [3]. There are substantial challenges 
faced during the collection and examination of digital evidence due to the 
increased volume and diversity of data along with the complex nature of 

Figure 8.1  Phases of digital investigation.
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the hardware and software platforms that use encryption [3, 6]. There is a 
lack of updated knowledge about the recent digital forensic tools threaten-
ing the development of the industry along with a question on data accuracy. 
Issues relating to the correlation between the data from different sources and 
consistency in the results could also affect the efficiency of digital investi-
gations [3]. The investigation procedure requires a large amount of human 
intervention, resulting in slow investigations in comparison to the pace of 
digital crimes [2, 3]. Human powers along with other existing resources are 
still unable to solely investigate digital crimes [2]. Another obstacle faced is 
due to the increasing amount of file formats and operating systems which 
prevent the International Journal of Organisation and Collective Intelligence 
from developing standardized digital forensic tools and methods. Therefore, 
a lack of standardization in the process, formatting and storage has become 
a significant issue [3].

The availability of software tools used for any manipulation of digital 
media or conduction of a crime has again raised the difficulty of the detec-
tion and identification of digital evidence. For example, editing software 
along with mobile photography devices interfere in the detection and iden-
tification of computer-generated images (CGI), manipulated and recaptured 
images including splicing, double-compression, copy-move, removal, sharp-
ening, resampling, resizing, filter applications and many more [6].

Machine-Learning Approach for the 
Examination of Digital Evidence

Machine learning has revolutionized digital forensic investigations with the 
introduction of new tools. It is a branch of artificial intelligence using algo-
rithms to detect the patterns and relationships between data. The algorithms 
are designed in such a way that they automatically improve their work while 
performing a specific task. They are trained to work on a set of labelled data, 
where the labels describe the desired output for the input data. The simplest 
example is a spam folder in emails, where the algorithms label the emails as 
spam or not spam [4]. This technology is useful for security and fraud detec-
tion [3]. There is a certain procedure for developing machine-learning mod-
els which can be summed up in six steps as shown in Figure 8.2: ​

•	 Selection of Machine Learning Approach: There must be a clear 
understanding of what needs to be accomplished and the selection 
of algorithm must be based on that.
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•	 Data Collection: Data available in different forms such as text files, 
spreadsheets or even on paper needs to be collected in electronic 
form [7].

•	 Data Input: The accuracy and performance of the model increase 
with the increase in the amount of data.

•	 Feature Extraction: It studies the behaviour of the customer and the 
service provider to decide their intentions. It includes features such 
as a customer’s identity, location, time, network, mode of payment, 
etc.

•	 Train Algorithms: A set of rules based on which actions, such as 
acceptance (legitimate) or rejection (fraudulent), are taken is known 
as an algorithm. Data is input for the model to work efficiently [1]. 
This is an important step as the model must be trained with relevant 
data to prevent unbiased or false results [4].

•	 Model Building: The model after training is all set to be imple-
mented with greater accuracy. However, the models have to be con-
stantly updated with the new implementation of new plans by the 
criminals [1].

Machine-learning approaches including text analysis, optical recognition, 
image processing, voice recognition and character recognition have become 
the state of the art [6]. The concept covers applications such as speech recog-
nition, fraud detection systems, automatic text classification, object recog-
nition and many more [8]. These techniques gather information from huge 
volumes of data by matching conceptual models which enables data mining, 
hunting anomalies, identification of patterns and knowledge discovery in 
digital forensic investigation [6]. With the help of various tools and methods, 
experts can obtain important data and proof that will strengthen their inves-
tigations and shield their organisations from any mishaps in the future [5]. 
The tools which can be used in digital forensics include:

Figure 8.2  Development of ML models.
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•	 Software Tools: Software such as FTK, EnCase and X-ways Forensics 
are designed for the analysis of electronic data.

•	 Hardware Devices: These comprise items such as forensic dupli-
cators and write blockers, which create precise duplicates of elec-
tronic devices and stop data from being altered during the gathering 
process.

•	 Cloud Forensics: Examining cloud data storage, infrastructure 
and data which was moved to or from the cloud are all part of this 
process.

•	 Tools for Forensic Imaging: These programs create a bit-by-bit copy 
of the whole storage device for the prevention of data loss or any 
alteration while the inquiry is underway. Tools for forensic imaging 
counts in FTK Imager, dd and EnCase [9].

•	 Data Recovery Tools: They seek information that is still on the stor-
age device but has been removed from the file system. File carving 
techniques are used by data recovery tools to locate and retrieve 
erased data. For example, EaseUS, Recuva and PhotoRec Data 
Recovery.

•	 Tools for File Analysis: Recovery of file, identification and file iden-
tification with modified timestamps or other metadata can all be 
accomplished with the use of file analysis tools. Tools for file analysis 
include Forensic Explorer, X-ways and Autopsy.

•	 Tools for Network Forensics: These tools are capable of interception 
and examination of network packets in order to determine the kind, 
timing and source and destination of data. Tools for network foren-
sics include tcpdump, NetworkMiner and Wireshark [10].

•	 Memory Analysis Tools: Tools for memory analysis can be used to 
find malware, hidden processes and several potential security risks 
on the system. It includes Redline, Rekall and Volatility.

•	 Tools for Steganography Detection: Tools for detecting steganogra-
phy or concealed data can be used to find communications or secret 
data that could be important for an inquiry including StegSolve, 
StegDetect and StegHide.

•	 Tools for Keyword Searching: These tools allow you to look for par-
ticular words or phrases in a lot of data. They include FileLocator 
Pro, dtSearch and GRAP.

In digital forensics, the umbrella of machine learning covers deep-learning 
models which are useful in multiple domains such as adversarial image 
forensics, computer forensics, image temper detection and many more [6]. 
Digital forensics has numerous investigation models, such as the abstract 
digital forensics model (ADFM), digital forensics research workshops model 
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(DFRWS), integrated digital investigation process model (IDIP), and end-to-
end digital investigation process model (EEDIP) [3]. ​

Algorithm for Digital Investigation and Examination

Algorithms are developed for the digital investigation process as a whole and 
for individual examinations of digital evidence. These must be transparent, 
interpretable and explainable to understand and verify the results [4]. The 
applicable algorithms are:

Support Vector Machine
It is used in the detection of computer-generated images. First, the extrac-
tion of a histogram and multifractal spectrum structures from the residual 
images and regression model fitness features and then measuring the binary 
similarity of PRNU (photo response non-uniformity) [6]. It has the abil-
ity to handle both regression and classification problems. It can perform 
complex tasks on structured as well as unstructured data depending on the 
kernel function and uses the samples from the training data set for the clas-
sification of objects. It basically identifies the features in each data set and 
decides a hyperplane based on which the data is classified into two catego-
ries. The error rate here is minimised with the increasing marginal distance 
between the two categories [3]. It is a supervised learning algorithm used for 
the classification of phishing emails as it separates data which is non-linear 
[1]. SVM is a state-of-the-art method used in machine-learning theory. It is 
designed for multi-class and binary classification. Its main aim is to identify 
the hyperplane with maximum distance between data of different classes for 
further processing [11]. It is viewed as an algorithm that learns from train-
ing using particular data sets to provide correct predictions or outputs. It is 

Table 8.1  Models of Digital Forensics

Models
Phases DFRWS ADFM IDIP EEDIP
Acquisition Collection 

and storage
Collection 
and storage

Collection, 
storage, 
deployment, 
documentation 
and image 
acquisition

Crime scene security, 
collection, storage, 
deployment, detection, 
documentation and 
image acquisition

Examination Examination Examination Tracing Tracing
Analysis Analysis Analysis – –
Presentation Report Report Presentation Presentation
Review Proof Return of 

rvidences
Review Review
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counted under the supervised learning category as it performs tasks for data 
analysis, pattern recognition, regression analysis and classification. The SVM 
algorithm is trained by the example datasets to build a model that will define 
the categories of the input data. It can be used in both linear and non-linear 
classification [12]. SVM-based techniques are considered appropriate to solve 
binary problems in image forensics [6].

Convolution Neural Network (CNN)
CNN works based on observational data. However, it is a complex model 
due to its interconnectivity with large neurons. It addresses image processing 
tasks including pattern recognition. In this, feature extraction is a data-driven 
process which can classify images based on their shapes [11]. It is a variant of 
neural networks, popularized recently with the availability of computational 
power to train the models. It works tremendously on large datasets with great 
accuracies for image classification, object detection and face identification. 
The datasets on which it has worked are Pascal visual object challenge (VOC) 
2007, VOC 2012 and Image Net 2012 [8].

Decision Tree Algorithm
It can be used for both classification and regression of tasks. The interpreta-
tion is easier in this type [3] and can be used as a statistical model as well [12, 
13]. It can communicate the output from the tests to the classification of data 
items. It forms a flow chart–type structure for instance a tree for the classifi-
cation of data into classes [12]. It considers decision logic framing them into 
a tree-like structure. The topmost node is the root node, internal nodes are 
the input variables, the child nodes are branched by the classification algo-
rithms after the test completion and the process continues until the leaf node 
is ready for the decision [3]. The decision tree algorithm works in a bottom up 
approach, starting from the roots and going to the leaves which demonstrates 
it is class one. The roots become the primary attribute while the final class is 
the leaves [12].

K-Nearest Neighbour Algorithm
It is a non-generalizing or non-parametric learning method which does not 
focus on developing general models [3, 13]. It can handle both regression and 
classification tasks to provide accurate data depending on its quality. The 
training data is stored in an n-dimensional space [3].

Naive Bayes
These are the probabilistic classifiers derived from the application of naive 
Bayes theorem [12]. The classification or clustering tasks can be performed 
by this unsupervised learning algorithm. A small amount of data is needed 
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as the training data for the estimation of necessary parameters. It can be 
simply implemented as a technique for making clusters and needs no specifi-
cation for an outcome. It can also work as a supervised learning technique in 
cases where it relies on both targets and input variables [3]. They are essential 
in high-dimension datasets because they become a baseline for the classi-
fication problem by being a rapid algorithm based on its naïve assumption 
behaviour about data. They are classified into two types: Gaussian and mul-
tinominal naive Bayes. Gaussian naive Bayes works on the hypothesis that 
in every label, the data is pinched from a Gaussian distribution. In multi-
nominal naive Bayes, the features are assumed to be generated by a simple 
multinominal distribution [12].

K-Means Algorithm
It is a simple yet efficient technique that classifies datasets into k-centres. It 
becomes more proficient when there are significant variables and thus can 
be compared to hierarchical clustering as well. Thus, in this algorithm, the 
efficient elements are the implementation and data interpretation [3].

Principal Component Analysis Algorithm
It takes into account the observation of various possible correlated vari-
ables and converts them into linearly uncorrelated values. Implementation 
of orthogonal transformation helps in the quick performance of the tasks. 
This also eliminates the need for any prior knowledge with the computation 
of the model. It also provides features such as data feature classification and 
estimation [3].

Logistic Regression Algorithm
This algorithm solves the classification problems by identifying which class is 
associated with which instance. It can be used as a binary classifier as it gives 
outcomes between 0 and 1 [3].

Singular Value Decomposition Algorithm
It is a concept of factorization used in matrixes that converts a high-dimen-
sional dataset into a low-dimensional representation considering the domi-
nant patterns. Invariance features can be extracted using singular values, 
and the decomposition method can be used from an image or a signal [3].

Apriori Algorithm
It is widely used for data mining and discovers the relationship shared 
between multiple data sets. It is designed in such a way that it performs well 
for the database where there have been several transactions. However, its per-
formance can be impacted by factors such as the requirement of ‘n’ numbers 
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of frequent item sets in the database scans [3]. It is highly efficient for the 
criminal analysis [7].

These algorithms are useful in the development of ML approaches for 
the proper investigation of digital crimes. Tables 8.1 and 8.2 show the sum-
mary of different models and algorithms applied in digital forensics. Such 
approaches for the digital evidence have turned out to be highly critical for 
the analysis of digital evidence as discussed below:

Images Analysis

Deep-learning models, mainly CNN-based models are useful for the auto-
matic multidimensional feature extraction, training and classification for 
great accuracy recognition [6]. It works tremendously on large datasets with 
great accuracy for image classification, object detection and face identifica-
tion. The datasets on which it has worked are Pascal visual object challenge 
(VOC) 2007, VOC 2012, and Image Net 2012 [8]. However, in situations of 
blind detection, the performances of such models are reduced [6]. Metadata 
studied for the evidence contains immense information about the source, 
camera maker, model, time and location [4]. Singular value decomposition 
algorithm: invariance features can also be extracted using singular values, 
and the decomposition method can be used from an image, or a signal using 
the singular value decomposition model [3]. SVM is used in the detection 
of computer-generated images. First, the extraction of the histogram and 
multifractal spectrum components from the residual images and regression 
model fitness features and then measuring the binary similarity of PRNU 
(photo response non-uniformity) [6].

Video Analysis

CNN-based models are a well-known criterion for the detection of fake vid-
eos or for the extraction of recompression errors. Model hybrids such as the 

Table 8.2  ML and Digital Forensics [3]

Forensic Application ML Algorithm Investigation Phase
Image and video forensics SVM, KNN, RF, PCA, SVD Examination, analysis
Network forensics DT, SVM, k-means, KNN and 

naive Bayes
Examination, analysis

Memory forensics K-means Analysis
Malware forensics LR, DT, SVD, PCA Analysis
Email forensics LR, SVM, RF, DT Analysis
Mobile forensics Apriori, k-means Analysis
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CNN–LSTM model can also be utilized due to enhanced results for facial 
motion differences between the original and fake videos [6]. Video analysis 
also includes biometric analysis. Biometric is the authentication technique 
used in forensic science that deals with physiological as well as behavioural 
factors. One such example is the face recognition technique which works by 
feature extraction and matching process as briefed in Figure 8.3. ​

Audio and Speech Analysis

It extracts speaker-specific features for their identification. The logistic 
regression algorithm can be used as a binary classifier as it gives outcomes 
between 0 and 1 [3]. These analyses are highly useful in cases of telephonic 
conversations or media exchanges [4].

E-Commerce Fraud Prevention

It is utilized to provide safety to Internet users from criminals using dif-
ferent tools such as Subono and Riskified. Subono allows viewing the 
customer’s address, validation of the email address used and many such 
functions while the Riskified tool ensures real-time insights to avoid any 
time lapse in fraud detection considering IP location, browser fingerprint-
ing, proxy detection, etc [1]. It also identifies any unusual financial trans-
action as fraud detection [4] Even the Big Four accountancy firms namely, 
KPMG, PWC, EY and Deloitte have all made significant investments in AI 
research [15].

Figure 8.3  Face recognition system [14].
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Fraud Detection

Fraud is any activity that is done with the intention to deceive. One such 
example is computer network intrusions which mean manipulation of net-
work service offered by some other host. Battling fraud demands a wide 
collection of algorithms, approaches and most importantly data sources 
which are effective in such scenarios [12]. There are also certain data sets 
available for the analysis of forgery detection methods, such as the Dresden 
Image Database, Image Manipulation Dataset and CASIA Tampered Image 
Detection Evaluation Database [16].

Network Traffic Analysis

It helps in the identification of the communication patterns between the 
devices helping in the identification of sources or origin of crime. It uses 
unsupervised learning to recognise any anomalous patterns or behaviours 
such as future threats, unusual communications, fraudulent acts and large 
data transfers. It works on real-time scenarios and flags the traffic which 
matches anomalous patterns [4].

Social Media Data Analysis

It is essential to aid in building a picture of the social networks of a sus-
pect. It includes the language, sentiments or relationships between individu-
als. Techniques such as natural language processing (NLP) are beneficial to 
studying the content of a post and comments [4].

Meta Data Analysis

File authentication using the hashing technique. The fingerprinting of data 
is done to authenticate its integrity based on mathematical calculation, giv-
ing a unique hexadecimal value. It is a technique used for the identification 
and verification of the file. The task is performed by cryptographic hashing 
algorithms such as SHA-1 and MD5 [7].

Text Analysis

It includes the analysis of text or emails using attributes such as structure 
and linguistic trends giving promising results with 84% accuracy. The use of 
clustering algorithms and SVM are considered the best algorithms for both 
texts and email analysis [17]. It can be performed using information extrac-
tion, information retrieval as well as natural language processing tools. Text 
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analytics also referred to as text mining is the extraction of meaningful 
information from some textual data using a mixture of algorithms. It analy-
ses structured and unstructured as well as semi-structured data and identi-
fies the unknown information present in it. It can be an extractive, inductive 
or even deductive type of forensic technique depending on the type of algo-
rithms used for the knowledge extraction. It performs several tasks such as 
text processing, cleaning up unwanted information, tokenization by split-
ting into slices, removal of stop words (the, is, a, etc.), stemming the words 
into base words (bikes to bike) and, most importantly, document-term or 
term document matrix analysis. Tools useful for text mining are Attensity, 
dtSearch, Forensic Toolkit from AccessData Apache OpeNLP, Natural 
Language Tool Kit, WEKA, etc. [7].

Network Tracing

Tools such as Iris, Net Witness, Xplico, Net Intercept and SoleraDS5150 help 
in examining the network traffic to detect intrusion and determine how the 
crime had occurred [17]. It is beneficial for network surveillance and security 
analysis.

Link Analysis

It establishes the connection between the evidence gathered and the suspects. 
By converting the information into a collection of linked entities or objects, 
it is possible to ascertain the structure and content of a body of knowledge 
[12]. It is an extractive technique which uncovers the hidden associations 
between entities buried under a large amount of data. It is based on graph 
theory, a branch of mathematics. It builds an immediate visual picture of 
communications for the investigator to help them understand the puzzle. 
It frames the case data gathered from multiple devices with mutual device 
users on a single map. Tools such as Analyst’s Notebook, Maltego, Netmap, 
Centriguge and marketVisual analytics are popular for use in performing 
link analysis [7].

Malware Analysis

Malware analysis and behaviour identification can be accomplished by 
machine-learning methods. This can assist investigators in figuring out the 
malware’s origin and mode of operation. New instruments and methods for 
identifying and evaluating malware can also be created using machine learn-
ing algorithms [4]. ​
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Advantages of the Approaches

The automation sourced through the machine-learning approach brings 
invaluable support to the investigators as well as researchers by speeding 
up the procedure and the processing capacity [6]. With the use of machine-
learning approaches, the efficiency of the entities will surely increase along 
with the reduction in revenue losses which may occur due to digital crimes 
[1]. It is the potential of a machine-learning approach that can deliver high 
performance, better collaborative functions with more sophistication to 
perform efficient investigations with massive datasets [7]. Machine learn-
ing helps in the recognition of any criminal actions or risks by data analy-
sis and segmentation. Additionally, it enables investigators to examine the 
widely distributed data sets located in wired and social networks. To put 
it simply, it can offer a well-structured repository containing the cleaned 
data from digital investigations with well-known characteristics and out-
comes [2]. Understanding machine learning is greatly important as with its 
increasing scope, criminals tend to use such techniques to commit crimes. 
Thus, machine learning is not only used in the analysis of a digital crime 
but is equally important to be identified in cases where these technologies 
are used [18].

Disadvantages of the Approaches

The applications are restricted because of their use in security in terms of 
image forensics and large data. When there is a difference in the output 
results during the test phase, a need to develop a new class is raised [11]. 
CNN models in image analysis bring challenges to the network designing 
for learning features through weak traces related to precise manipulations. 
Compressed images are tedious to analyse because of their quality aspects 
or various compressions as available methods function under certain condi-
tions [6]. Machine-learning algorithms require massive data storage which 
becomes really difficult for professionals to handle [19].

Conclusion

This chapter focused on highlighting the way machine learning has com-
pletely transformed digital investigations. Digital forensics, with its rapid 
advancements, requires tools that are capable of running faster or at least 
match its pace; hence machine learning is highly valuable in cases of digital 
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evidence. Whether it is image, audio, video, malware, cloud storage or any 
other digital evidence, machine learning brings solutions to all. It can be 
in terms of certain tools for network, software, hardware, recovery, etc. Not 
only has this but DFRWS and ADFM models could act as an entire investi-
gation model. Moreover, these machine-learning tools, software, and mod-
els act as complementary tools that can help in processing large volumes of 
information faster and more accurately.

Future Aspects of Machine Learning

Several areas in digital forensics need the introduction of machine learning 
for better and more effective processes. The development of more advanced 
machine-learning models is needed for protection and prevention from 
cyber threats. More intelligent methods and tools are needed to be developed 
to bring in automatic investigations of malicious activities and the suspect’s 
machines for the determination in accurate time [2]. Machine learning is 
used for evidence collection and detection but needs more attention in the 
evidence reconstruction and analysis phase. One of the major problems of 
adjustment of relevant settings especially in image analysis/enhancement is 
affecting the examination, demanding identification of the best settings for 
the investigation [6]. More work on the security of data involved or used in 
machine learning must be focused. One of the most important and focused 
areas has turned out to be cloud forensics. It is flooded with data and logs. 
Examining all this can be vulnerable to errors and is even a labour-intensive 
method. Humans are limited due to their capacity and flexibility but a com-
puter can examine the entire data in a single day. With each day, the algo-
rithms will also be able to learn from their experience and will improve their 
results with time [17].
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Introduction

Interestingly, the development of robotic technologies in many ways has 
become a kind of alternative and a parody of the human brain which has 
been quite developed in the field of dentistry [1]. The era of computerization 
began some time ago with the digitization of archives and medical devices 
for maintaining records; however, cloud servers have emerged as the true 
enablers of integration, serving as repositories for centralized data manage-
ment. The use of computerized dental records was useful in the identification 
of victims in the aftermath of the World Trade Center attacks and the Indian 
Ocean earthquake and tsunami [2]. Human remains have become severely 
incinerated in some of these cases, and apart from the oral cavity, which is 
incredibly durable, there are no other means of identification [3].

Together with these factors, artificial intelligence (AI) has developed tre-
mendously over the past decade and has been incorporated into a multitude 
of industries without complications [1, 4]. As the scenarios change, the field 
of healthcare has been more emphasized as compared to other time periods, 
and issues such as AI should be able to help physicians detect and diagnose a 
variety of dental issues. [5].

Forensic odontology, or FO, looks at both teeth and teeth remains, mainly 
for human identification purposes. [2, 3] The use of artificial intelligence 
more or less resolved the challenges faced by the existence of professional and 
personal bias when dealing with odonatological information. [6] In the case 
of FO artificial intelligence technology, this is not the only function, as it can 
also be utilized in solving crimes through the identification of bite marks, 
estimating the anatomy of the teeth and the mandible, sexing and ageing 
among other things. [7] All of these artificial-intelligence models are based 
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on two types of neural networks, convolutional neural networks (CNNs) and 
artificial neural networks (ANNs). [4] After numerous research studies and 
investigations, it has been proven that these models provide the highest level 
of accuracy compared to other means, proving the newer technology to be 
encouraging and promising in nature. [4] These AI networks and models 
can be utilized in different stages of the crime as well as in documenting the 
consequences of the crime to assist in legal issues. [5, 8, 9]

As forensic odontology has to do with the identification of disaster vic-
tims if forensic odontologists had not previously worked in this area, the 
rate of error here would be very high as the identification processes rely on 
speculation and pictorial representation. [10] In any case, antemortem dental 
records are high-end every time searching for the person or estimating the 
age. [11, 12]. The dental tissues left by the victim are used to build a ‘match’ 
from the person’s earlier existing dental tissues for comparison purposes [3, 
11, 13]. As it is quite common with mass disasters, where the identity is in 
doubt for a number of reasons such as burnt matter, mutilation or something 
else, the first questions should always be age and gender estimates. This, how-
ever, is not without its own challenges as dental age estimation and chrono-
logical age estimation differ [10]. It is feasible to establish the biological age of 
the deceased or living person utilizing cutting-edge technology such as arti-
ficial intelligence [14]. Forensic odontology includes the use of oral records, 
x-rays, plaster models and other tools in the field for the application of AI 
models for several comparative research [1, 5, 7​–9].

The uncertainty projected through human vision and thought processes 
is to a great extent mitigated through AI-based models [5, 9]. In various 
criminal cases, including sexual attacks and abuse cases, homicide, rape and 
child abuse, bite marks and other saliva-related evidence can be one of the 
strongest pieces of evidence [15, 16]. A human bite mark and an injury are 
occasions that can be used as evidence; however, if not reviewed in due time, 
they distort making the whole process of providing evidence useless.

Gender Determination and Artificial Intelligence

When identifying an individual in the aftermath of a mass disaster, when 
remains are discovered, or in medicolegal cases, determining the individ-
ual’s gender is of the utmost importance [17]. Skeletal bone examination 
plays a very important role in determining the gender of an individual. It 
is possible to measure human teeth, which are a component of the human 
cranium, in both living people and in the bones of those who have passed 
away [18]. Hormonal changes can influence the sizes and shapes of the teeth, 
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making them different from each other in the permanent dentition of dif-
ferent genders. This makes the permanent dentition different for men and 
women [18, 19]. When it comes to sexual dimorphism in humans, canine 
teeth are known to have the highest degree of differences [20]. The most pre-
served tooth in the oral cavity than any other teeth is canines as they are least 
affected by dental caries and periodontal illnesses. [21]. Fidya et al. studied a 
new AI technology and determined that the multi-layer perceptron resulted 
in the highest accuracy in the gender determination of canine teeth. [19, 21​
–23].

A study by Patil et al. used panoramic radiographs to determine gen-
der, showing a high level of accuracy using the AI-based model. When it 
came to determining the gender of an individual based on panoramic radio-
graphs, this model demonstrated an exceptionally high level of accuracy [20]. 
Discriminant and logistic analysis are two types of comparative analysis 
which were performed on this model in comparison to the traditional and 
conventional approaches. Both of these approaches have frequently demon-
strated outstanding outcomes in gender determination [18, 19].

Age Estimation and Artificial Intelligence

Age estimation is vital to human identification; this includes criminal cases 
involving unknown skeletal remains, in addition to mass fatality and acci-
dent scenes. [11, 17]. AI and neural networks can be trained to autonomously 
and effectively improve the accuracy of age estimation using teeth [2, 13, 
24, 25]. As the strongest and most durable structures in the human body, 
teeth can typically survive most environmental conditions (fire, water, etc.) 
and are thus frequently present and available where other identifying evi-
dence may not be [12, 10]. Teeth are crucial in advancing the identification 
of unknown bodies and skeletal remains found at crime scenes, disaster sites 
and road traffic accidents [17]. They significantly contribute to both compar-
ative and reconstructive identity analyses. To enhance the precision of dental 
age estimation, various machine-learning techniques have been introduced. 
The advancement of artificial intelligence has led to the creation of several 
programmed neural networks, enabling computers to autonomously esti-
mate age with improved accuracy [23, 25, 26]. Different kinds of programs 
have been developed which enable or are trained to calculate age, with the 
help of neural networks.

Estimation of age is principally necessary for the purpose of determin-
ing the chronological age of an individual, particularly in the context of 
medicolegal matters, particularly in situations when a legal confirmation is 
required [26]. In most cases, the estimation of an individual’s age is carried 
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out by professionals with the use of panoramic x-rays of jawbones and hand–
wrist radiographs [25, 27] (as mentioned in Figure 9.1). The application of an 
artificial intelligence–based model for staging the development of the lower 
third molar on panoramic radiographs was described in a study that was 
carried out by Tobel et al. In a scenario including fivefold cross-validation, 
the performance was evaluated using a variety of validation metrics, includ-
ing accuracy, rank-N recognition rate, mean absolute difference and linear 
kappa coefficient. The deep learning convolutional neural network approach 
yielded superior results compared to all other approaches that were evaluated.

Cheiloscopy

Lip prints are distinctive and unique to every person. An identification pro-
cedure that is often utilized in forensic investigations is called cheiloscopy, 
which is the examination of lip prints [2, 3, 28, 29] (as mentioned in Figure 
9.2). The human lips are a biometric modality that is currently in develop-
ment [28]. For the purpose of lip-based biometric verification, a probabilistic 
neural network is utilized together with a novel biometric system that is only 
based on lip shapes and new lip geometrical measures [28, 30]. It is different 
from other parameters such as the texture of the lip surface. ​

Figure 9.1  Automated bone age assessment by BoneXpert. Once left hand 
and wrist radiographs are sent to the BoneXpert artificial intelligence software 
server, the software applies an active appearance model to analyze the 13 bones. 
Following this, the left hand and wrist radiographs marked with the final bone 
age are sent to the picture of archiving and communication system [37].
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Facial Reconstruction

The process of forensic facial approximation or reconstruction involves the 
rebuilding of the face of an individual whose identity is unknown from their 
skeletal remains [13]. It is a combination of sculpturing, osteology, anatomy 
and anthropology. It is a technique that is utilized in the field of forensics 
when there are unidentifiable remains involved in a crime [31]. The comput-
erized facial reconstruction approach makes use of a laser video camera that 
is either interfaced with a computer or with CT scanning [32]. The applica-
tion of artificial neural networks allows for the diagnosis of a person’s gender 
based on their skeletal features with an accuracy rate of 95% [14]. When used 
for determining the gender of skeletal remains, approaches that are based on 
artificial intelligence will eliminate human bias, do not require any special-
ised skill, and offer results in a short amount of time [13, 33].

Artificial Intelligence in Mandibular Morphology

Facial reconstruction is a key forensic tool that can assist greatly in mandibu-
lar morphology and mandibular prediction. This can be particularly vital in 
instances of mass fatality and disaster scenarios in which a facial reconstruc-
tion is necessary but may need to be performed without the availability of a 

Figure 9.2  Face alignment (green) and useful landmarks for lip alignment (red 
dots).
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mandibular bone.[34] As Khanagar et al. writes on the use of AI to help assist 
in this process:

Sandoval et al. reported using an AI-based model for predicting the mandibu-
lar morphology through craniomaxillary variables on lateral radiographs in 
patients with skeletal class I, II and III, using automated learning techniques, 
such as Artificial Neural Networks and Support Vector Regression. [18, 35] 
The results of the study were quite promising. The ANN model demonstrated 
high predictability, and this model could play a key role in facial reconstruc-
tion. [17, 18]

Application of Artificial Intelligence in Forensic Dentistry

AI is increasingly being used in forensic dentistry applications and provides 
potential applications in facial reconstruction, age estimation, sex estima-
tion, dental identifications (in matching to individuals) and bite mark analy-
sis. It can also be used to search dental records. Task automation and AI 
and AI technologies’ ability to synthesize massive amounts of data and scan 
reams of records rapidly, make it an appealing option. [4, 14​–16, 21, 26, 36]

However, its shortcomings and certain drawbacks may limit its applica-
tion. AI models may be trained on faulty or biased data, thus skewing results. 
Privacy, security and ethical considerations in decision-making and data use are 
likewise concerns. Any possible benefits of AI usage must be carefully weighed 
against these possible negatives associated with the technology. [1, 4, 7]

Conclusion

In order to maximize the benefits of AI in forensic dentistry, its implementa-
tion must be guided by robust regulations and ethical guidelines. While AI 
has the potential to transform forensic dentistry, it should serve as a supple-
mentary tool rather than a replacement for traditional forensic methods.
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Forensic anthropologists can provide deep insights into the analysis and 
identification of skeletal remains in criminal proceedings using detailed 
knowledge about bone development and morphological variations [1]. In 
cases of mutilated, decomposed and charred bodies, where DNA or antemor-
tem dental records of the deceased are not available for comparison purposes, 
anthropological examination can pose as a helpful tool for such a challeng-
ing task. It also forms an integral part of analyzing the cause, manner, mode 
and time since death of the deceased. Forensic anthropologists also render 
their skills in the identification of victims of mass murders, wars, genocides 
and mass disasters such as building fires, building collapses, train accidents, 
ship sinkings and airplane accidents [1]. This personal identification can be 
established by the compilation of successional comprehensive information 
regarding the sex, stature, ethnicity, age and congenital or traumatic defor-
mities, followed by craniofacial reconstruction and facial superimposition of 
the victim’s skeletal remains. This database can be created by collecting the 
measurements of different areas of the human skeleton directly or by imaging 
techniques. Many studies conducted previously on the human skeleton have 
shown promising accuracies for the pelvis, skull, mandible, sternum and long 
bones in establishing a biological profile [2​–4].

Challenges Faced by Forensic Anthropologists

Even though forensic anthropologists aid in personal identification, they fre-
quently face obstacles when conducting their investigations.

•	 Insufficient Victim Information and Lack of Context: Forensic 
anthropologists often face a shortage of information about acquired 
bones and skeletal remains, such as the location where the remains 
were located or any objects found with the deceased. This leads to 
reduced chances of correct biological profiling, time since death esti-
mate and cause of death.
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•	 Damaged Skeletal Evidence and Taphonomical Changes: 
Fragmented skeletal remains or injuries caused during autopsies can 
cause a hindrance in personal identification and determination of 
bone trauma. Further, the taphonomical changes, weathering and 
scavenging activities may result in fragmentation, brittleness, crum-
bling, colour change or mineralization of bones and hinder the iden-
tification process.

•	 Population Intermixing: The most difficult challenge faced by 
forensic anthropologists is the intermingling of populations. With 
the immigration of people from their native regions in search of bet-
ter opportunities, it becomes difficult to obtain population-specific 
data.

•	 Ethical Management: Since forensic anthropologists have to deal 
with accidental, homicidal and mass disaster victims, ethical man-
agement and a humanitarian approach have to be ensured while 
dealing with the family of the deceased. When the remains are 
discovered in isolated or politically insecure locations, access and 
authorization to carry out an investigation may be restricted, mak-
ing this difficult.

•	 Objectivity in Opinion: Forensic anthropologists are required to 
be more objective while ascertaining the details rather than being 
biased and subjective.

Although forensic anthropologists face a multitude of challenges, their 
expert opinion garners immense importance in establishing the admissibil-
ity of such evidence in the court of law, ensuring justice for the family of the 
victim.

During skeletal examination, forensic anthropologists use a range of 
techniques such as radiology, visual assessment of morphological character-
istics and measurements between particular anatomical landmarks but these 
methods require technical skill and time.

Using artificial intelligence (AI) in forensic anthropology speeds up the 
analysis process and improves accuracy. The term ‘artificial intelligence’ 
refers to the replication of human knowledge by machines to accomplish 
tasks easily. It uses a detailed database to perceive information, process it 
and provide subsequent action accordingly [5]. AI possesses the capacity to 
swiftly, accurately and efficiently analyze large volumes of data. It can also 
recognize patterns and make predictions, which can be helpful in forensic 
investigations.

These days, AI is extensively used in forensic anthropology, specifically 
its applications in facial recognition, skeletal analysis and the identification of 
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human remains. However, these estimations are based on data extracted by 
the scientists through mathematical formulas and professional experiences. 
Therefore, they can be time-consuming and inaccurate especially while pro-
cessing large amounts of data [6]. Hence incorporating AI and its different 
branches has shown some promising advancements in the field of personal 
identification. With the advent of technology, various imaging techniques 
such as radiographs, computed tomography (CT) scans, magnetic resonance 
imaging (MRI) and cone bone computed tomography (CBCT) have eased 
the process of anthropological examinations. But still, some of the facets of 
artificial intelligence especially in detecting skull damage from CT scans and 
facial soft tissue prediction from the skull are yet to be explored by forensic 
anthropologists [7, 8].

AI also has various subfields one of which is machine learning (ML). ML 
algorithms are used to improve the classification performance of sex, age, 
stature and ancestry estimation based on skeletal remains. It’s a segment of 
artificial intelligence capable of predicting without direct programming, uti-
lizing mathematical models created from sample ‘training’ data.

It contains certain algorithms prepared to deliver specific responses 
based on imported databases and training. It enables the machine to under-
stand human instructions and evolve to an extent where it can function 
without any human intervention. Machine learning includes various types of 
algorithms, which are frequently used to estimate sex, stature, age and ances-
try, such as linear discriminant function analysis, support vector machines, 
artificial neural networks, decision trees, random forest, naive Bayes classi-
fication, binary logistic regression, multinomial and penalized multinomial 
logistic regression, multivariate adaptive regression splines and extreme gra-
dient boosting (XGB), etc. (Figure 10.1) [9​​​​​–15]. This is achieved by artificial 
neural networks that form a part of deep learning which is yet another sub-
set of Machine Learning itself [16].

Discriminant Function Analysis (DFA)

Also called linear discriminant (LDA) or canonical discriminant analy-
sis while quadratic discriminant analysis is a type of LDA, which is used 
to separate non-linear datasets. Due to its computational simplicity, dis-
criminant function analysis (DFA) is widely used in anthropology to explore 
and understand patterns of biological variation among different groups or 
populations [17]. DFA classifies individuals into predetermined groups by 
analyzing measured variables such as skeletal or dental traits, along with cra-
nial or postcranial measurements for sex estimation [18​–20]. By analyzing 
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the relationships between these variables and group membership, DFA can 
determine which variables contribute most significantly to the discrimina-
tion between groups. DFA finds its implications in studying sexual differ-
ences, population variations, secular changes, patterns of migrations and 
human evolution [18]. DFA provides the understanding of complex inter-
relationships among genetic and epigenetic factors that cause population-
specific variations (Figure 10.2) [1].

Support Vector Machines (SVMs)

SVMs stand out as one of the most widely used and potent supervised-learn-
ing algorithms, capable of handling both classification and regression tasks 
related to sex, age and ancestry estimation. SVMs work well with small to 
medium-sized datasets and can handle high-dimensional feature spaces. 
SVMs operate on the principle of identifying an optimal hyperplane that 
maximizes the separation between data points belonging to distinct catego-
ries. The hyperplane is defined by support vectors, that is, a subset of training 
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samples. SVMs strive to maximize the margin, which is the distance between 
the hyperplane and the data points closest to each class.

Sex estimation forms an important part of forensic anthropological 
examinations. SVMs have already been applied to obtain sexually dimorphic 
traits by training them on a data set containing measurements of the pelvis, 

Figure 10.2  Infograph of sex estimation using machine learning DFA 
algorithms.
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cranium, long bones and other skeletal remains [21​​–24]. Ancestry estima-
tion also can be established by the SVMs by training it on known datasets 
of different racial groups and associated specific morphological or metrical 
features. In a study conducted by Spiros and Hefner (2020), ancestry estima-
tion was carried out within American Black and White population groups 
with an accuracy of 88–92% using 8 cranial and 11 postcranial variables [15].

SVMs help in age estimation by examining the morphological and struc-
tural variations of the bones that take place with time such as the maxillary 
sutures, epiphyseal fusion and wearing of knee joints [25​–27]. By training on 
a dataset of people with known ages and the accompanying skeletal traits, a 
support vector machine (SVM) can be trained to forecast the age of unidenti-
fied skeletal remains.

As it is a supervised learning algorithm, it can also be trained on known 
sample datasets beforehand to recognize comparable trauma patterns, skel-
etal diseases and anomalies in unknown remains.

In forensic anthropology, SVMs are only one of many machine-learning 
algorithms that can be utilized. Their efficacy is contingent on the quality 
and extent of the training dataset, as well as the selection of suitable features 
for analysis. Moreover, the expertise and comprehension of forensic anthro-
pologists play a crucial role in interpreting results and making informed 
decisions based on the SVM’s output (Figure 10.3).

Random Forest (RF)

It is a prevalent ML algorithm and belongs to the group of supervised-learning 
techniques, used for both classification and regression problems encountered 
related to ancestry estimation. This algorithm basically contains multiple 
decision trees and uses the average outputs of the various datasets to enhance 
the accuracy (Figure 10.3). The conventional method of ancestry estimation 
includes an examination of both morphoscopic traits and anthropometric 
measurements. However, a study shows that the application of a random for-
est model can combine both datasets and increase the accuracy of estimation. 
The results revealed that discriminant function analysis gave an accuracy of 
75.4% whereas using random forest models the accuracy was increased to 
89.6% [28]. AncesTrees is a novel algorithm proposed for ancestry estimation 
with randomized decision trees. The database used in designing this algo-
rithm comprised 23 craniometric variables from 1734 individuals with an 
accuracy of 93.8% [29]. Forensic anthropology also deals with the assessment 
of bone trauma. Random forest algorithms are also found to have applica-
tions in classifying skeletal trauma as blows or falls. Research was performed 
on 400 anonymous CT scan images of patients with fractures from falls and 
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blows. An accuracy rate of 83% was obtained, thereby revealing random for-
ests to be a promising tool in differentiating between types of skeletal trauma 
[30]. Determining age is a key objective when establishing the identity of an 
unknown person. Random forests have been vital in establishing age from 
left-hand bone length. This study was conducted on the Asian population 

Figure 10.3  Workflow for ancestry estimation using SVM and DT.
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for subjects aged from newborns up to 18 years. The results revealed that 
the random forest algorithm gave a better detection as compared to artificial 
neural network (ANN) models [31]. Random forest algorithm has been used 
in sex estimation from left-hand length. This study was also conducted in 
the Asian population in subjects aged between 16 to 18 years old. The results 
revealed an estimation accuracy of 91.67%. However, because of the specific 
age group, the results may not be applicable to a diverse population [31]. Age 
estimation can also be done from dental remains based on their mineralized 
morphology. A study done on 1477 panoramic dental radiographs of subjects 
aged between 2 to 18 years in a South China population revealed that random 
forests were best suited for age estimation in juveniles [32].

Naive Bayes Classification (NBC)

It is one of the simplest and fastest ML algorithms. It is a probability-based 
algorithm that functions on Bayes’ theorem and is mostly used for classi-
fication tasks. This algorithm works on two main assumptions, that is, all 
the features within the dataset are independent of each other and each fea-
ture has an equal chance of being the outcome. The naive Bayes algorithm 
resulted in 90% accuracy in age estimation from the histomorphometric 
characteristics of 294 male corpses aged between 10 and 93 years [33]. In an 
alternative method, CT scan images of the pubic symphysis in the Korean 
population were scored using the Suchey–Brooks standard. The outcome 
depicted that Bayes’ algorithm exhibited greater accuracy in comparison to 
traditional methods (Figure 10.4) [34]. Sex determination forms an integral 
part of personal identification. A novel probabilistic approach to estimating 
sex from the pelvis called ‘CADOES’ has been proposed in a study. This study 
aimed to propose a model that would consider pelvic variables of a certain 
population for sex estimation. The novel classification algorithm provided an 
accuracy of 85–97% with 38 pelvic variables [35].

Binary Logistic Regression (BLR)

Binary logistic regression (BLR) is a regression model that provides a binary 
variable as the output, that is, 0 or 1 and is prevalent in forensic anthropo-
logical examination for sex determination.

Verma and associates (2020) in a study on sexual dimorphism of upper 
and lower extremities on 344 Hamachi subjects found handbreadth to be most 
dimorphic followed by foot length and hand length with a sexing accuracy 
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of 90.1% for males and 91.3% for females using BLR [36]. The other study 
was conducted to compare the accuracy of estimation between DFA and 
BLR using 12 anthropometric measurements of the ears from 497 subjects. 
The results revealed that the prediction rates of both algorithms were nearly 
the same [37]. Sex determination from craniometric measurements can be 
validated using statistical tools. A comparative study among LDA, BLR and 

Figure 10.4  Infograph for age estimation using machine learning.



172 ﻿﻿Machine Learning in Forensic Evidence Examination

SVM was carried out which revealed that BLR performs slightly better than 
the other techniques [38]. Logistic regression allows greater flexibility in the 
datasets which may not be provided in linear regression. To predict the out-
come, BLR uses a likelihood ratio rather than least squares, thereby making 
it a better fit for the final model. In a study performed to assess ancestry from 
five craniofacial variables, BLR gave an accuracy of estimation of up to 90% 
[39]. Sex estimation from long bones is imperative and binary logistic regres-
sion is more suitable than linear regression or discriminant function analy-
sis. A study revealed that logistic regression provided the highest accuracy 
of sex estimation from measures of the articular surfaces and shaft of long 
bones [40]. In a study on sexual dimorphism of metatarsal bones of the South 
African population Bidmos and associates achieved a sexing accuracy of 79% 
and 84% using BLR and DFA respectively [41]. For stature estimation, linear 
regression analysis can be used. The long bones especially the femur, tibia, 
fibula, humerus, radius and ulna are found to provide the highest accuracy 
in stature estimation using simple and multiple linear regression methods 
(Figure 10.5) [42].

Artificial Neural Network (ANN)

ANN is a versatile machine-learning approach that consists of interconnected 
nodes (neurons) organized in layers. ANN can capture complex relationships 
between input features but may require larger datasets for optimal perfor-
mance. It comprises computing systems which help in sensing and process-
ing information similar to the functioning of biological neural networks. 
ANN contains three layers namely the input layer, the hidden layer and the 
output layer. These ANNs play a vital role in deep learning and are found to 
have prominent applications in forensic anthropology. ANN has a fascinat-
ing feature to identify structures and weights in any image which are impor-
tant for their classification. However, these neural networks require a large 
collection of data before they can start functioning independently. Forensic 
imaging techniques have grown over the last years and have collectively 
formed a whole new branch called ‘virtual anthropology’. CT or ‘computed 
tomography’ and CBCT or ‘cone-based computed tomography’ have shown 
very promising results in virtual anthropology by providing high-contrast 
images and visualization in both 2D and 3D planes. These CT images can 
be stored as DICOM data and processed for further image enhancement. 
Machine learning has helped in such enhancements and their 3D restruc-
turing from DICOM images. The restructuring is processed by converting 
DICOM images into STL (stereo lithographic) files [43]. ANN has also been 
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found to be useful in CD craniofacial annotation and superimposition for 
facial reconstruction and bite mark analysis. The use of landmark-based 
algorithms and face soft tissue datasets by ML can help forensic artists create 
more accurate and representative facial approximations. A study shows that 
an artificial intelligence algorithm named ‘Artificial Immune Recognition 
System’ based on genetics was used to perform superimposition of the skull 
and showed better identification of the craniofacial landmarks as compared 
to conventional methods [44]. Another eminent application of ANN has 
been in sex, age and ancestry estimation from various parts of the human 
skeleton. Knecht et al. approached four traditional statistical and two ML 
models (SVM and ANN) to compare sexual dimorphism from the greater 

Figure 10.5  Stature estimation using machine-learning techniques regression 
analysis.
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sciatic notch and reported the highest sex classification accuracy using ANN 
[45]. The machine-learning algorithms can be aggregated together to form 
a stacked model, which shows higher accuracy when compared to single 
algorithms. One such stacked ML algorithm was used for sex determination 
from the patella of the South African population and it showed an accuracy 
of 90.8% whereas the multivariate discriminant function showed an accu-
racy of 81.9–84% (Figure 10.4) [46].

Hefner and Ousley compared different machine-learning models of mor-
phoscopic traits of the cranium to evaluate ancestry in African, European 
and Hispanic Americans. ANN has the greatest classification accuracy 
(87.9%) among ANN, SVM and RFM [47].

Convolutional Neural Networks (CNN)

CNNs are primarily used for image-based tasks, such as facial reconstruc-
tion and skeletal trauma analysis. They excel at capturing spatial relation-
ships in images through convolutional layers and have been applied to 
various aspects of forensic anthropology. Unlike ANN, convolutional neural 
networks have multiple layers starting from the input layer, convolutional 
layer, pooling layer, fully connected layer and output layer. CNNs are known 
for their superior functioning in image, speech and audio input signals. It 
helps in computer vision which is a subfield of artificial intelligence that aids 
in image interpretation. 3D-CNN allows interpreting images using special-
ized 3D kernels that predict the segmentation in a volumetric patch of an 
image. A study aimed to establish sexual dimorphism from maxillofacial 
features from radiographs using CNN. Transfer learning (TL) CNN archi-
tecture provided a greater accuracy as compared to the other architecture 
[48]. Like other neural networks, CNN also requires a well-formed database. 
A study suggested age estimation of young children and adults using whole-
body low-resolution x-ray images using CNN. The database used to train the 
CNN comprised 910 multispectral images and showed a minimum discrep-
ancy in age calculation [49]. Facial reconstruction of damaged skulls is one 
of the most challenging tasks faced by forensic anthropologists. CNN can 
help in resolving this issue using special algorithms to not just provide a 3D 
reconstruction but also perform a biometric matching of the reconstructed 
skull [50, 51]. Age-at-death estimation is vital in forensic identification, but 
there is a lot of conflict in its accurate calculation. Convolutional neural net-
works have been shown to estimate the age precisely up to a certain extent. A 
reference dataset containing 500 individuals with ages between 19–101 years 
was used to train the CNN model. Also, a novel software DRNNAGE was 
developed to cater to age estimation within certain skeletal traits [52]. Most 
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age estimation methods from dental radiographs can be used for up to 25 
years but after that age estimation in the elderly and adults becomes difficult. 
Hence, a novel CNN named ‘Soft Stagewise Regression Network’ SSR NET 
was developed to perform multi-stage age estimation from a single image. 
Based on SSR NET another novel software was developed named DENSEN 
to perform similar tasks but with a higher sensitivity [53]. Sex determina-
tion forms an important part of biological profiling and can also be done 
using convolutional neural networks. A study conducted using 1476 lateral 
cephalometric radiographs showed that CNNs can be used to obtain sexual 
dimorphism with an accuracy of 90% [54]. Ear biometrics are often used for 
somatometric examinations, and are easily found for personal identification. 
Ear biometrics remain unaffected by any facial expressions and hence deep 
learning convolutional networks can be used to study them. These neural 
networks must be trained with a known dataset before use. A study sug-
gested that such a trained neural network was able to determine morphologi-
cal landmarks accurately [50, 55].

Wen et al. used CNN for ancestry estimation from Chinese population 
groups (156 Yellow and 178 White skulls) as samples, in which 80% served 
as training sets and 20% as test sets. They obtained 95.88% accuracy on the 
training set and 95.52% accuracy [56].

Multivariate Adaptive Regression Splines (MARS)

MARS is a regression algorithm put forth by Jerome H. Friedman in 1991 
and was an extension of the linear models. This algorithm works as a non-
parametric technique and automatically models non-linear relationships 
between variables. Conventional juvenile age estimation methods often fall 
short of statistical validity (Figure 10.4). Hence a standard approach using 
MARS was used to predict age from iliac biometric variables. The study was 
conducted on 176 subjects aged between 0–12 years. The MARS predictive 
model depicted iliac width, module and area providing better age estima-
tion [57]. Another study conducted on 1310 subjects aged between birth to 
12 years, used MARS to predict age from diaphyseal dimensions. The results 
revealed that univariate models can be used only for younger children 
whereas multivariate diaphyseal length models generated better results for 
older children [11]. Another approach at sub-adult age estimation was made 
from the fifth lumbar vertebrae, clavicles of 534 males from the French popu-
lation and iliac measurements of 244 subjects aged between 0–12 years. The 
MARS model was used to combine both sets of measurements. The model 
integrated the non-linear relationships among the variables and generated 
an accuracy of 92% [58].
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eXtreme Gradient Boosting (Xgboost)

This machine-learning algorithm is an extension of gradient boosting in 
decision trees. Weights are associated to all the independent variables which 
are then assigned to the decision trees. The weight of the variables which 
are predicted incorrectly by the decision tree is increased and fed to the 
next decision tree. Hence, the total system now works together to provide a 
stronger and more accurate estimation. Age estimation among juveniles on 
the basis of mineralized dental morphology is an important task in forensic 
investigations (Figure 10.4). Shan et al. found XGBoost as the best predictive 
model for age estimation using the Demirjian method performed on 1477 
panoramic radiographs of the South China population aged between 2–18 
years [32]. SexEst is a free web application based on the extreme gradient 
boosting mathematical model designed for skeletal sex estimation from cra-
nial and postcranial measurements. The models were optimized and gave a 
prediction accuracy of 80.8–89.5% for postcranial variables and 81.2–87.7% 
for cranial variables [59]. In a study conducted to predict age from perma-
nent teeth in the Sri Lankan population, measurements from 3321 subjects 
were involved. The comparative results among machine-learning algorithms 
proved the extreme gradient boosting model (XGBoost) to be the best fit with 
a highest accuracy of 88% [60].

Decision Trees in Forensic Anthropology

Decision trees are a supervised learning technique used in machine learning. 
It basically provides a graphical representation of all the possible solutions 
to any problem. It contains two nodes namely a decision node and a leaf 
node. The decision node is responsible for all the decision-making and has 
numerous branches whereas the leaf node depicts the outcome of the deci-
sion. These decision trees are used for categorizing data and obtaining values 
based upon previous outcomes (Figure 10.4).

Advantages of Machine Learning

The main aim of forensic science is to solve a crime and bring faster justice to 
the victim. But, with the ever-growing number of crimes and varied ‘modus 
operandii’, the impending cases often hold back the justice delivery system. 
Machine learning with its quicker approach to identifying anatomical land-
marks can help in reducing the count of pending cases. Also, the process 
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of analysing the skeletal evidence is a tiresome task, which can be solved 
easily if the ML algorithm is trained once. Since this field requires multi-
tasking to ensure thorough analysis and reporting, neural networks can 
become an important tool while performing various identifications simulta-
neously. Manual estimation of the anthropological remains by professional 
knowledge and expertise can sometimes cause errors in minute calculations. 
These can be avoided using artificial intelligence. ML algorithms can identify 
trends and patterns which is useful while analysing large volumes of data. 
Also, with continuous development, these algorithms can function up to an 
extent where they no longer need human interference.

Best Performing Machine-Learning Method

The best AI method for personal identification problems related to skeletal 
remains may depend on various aspects including the quality and size of the 
available dataset, the specific identification attribute (age/sex/stature/racial 
affiliation), along with the experience and expertise of the forensic anthro-
pologist [6]. Further, a combination of multiple ML techniques or employing 
hybrid approaches may yield better results by using the strengths of different 
algorithms.

There are several ML methods but each method is suitable for a specific 
biological attribute of skeletal remains. Some methods are good for sex pre-
diction, some are good for ancestry estimation and some are good for age 
estimation and so on. Nikita et al. investigated the classification accuracy of 
statistical methods and machine learning algorithms including BLR, multi-
nomial and penalised multinomial logistic regression (MLR, pMLR), LDA, 
NBC, DT, RF, ANN, SVM with linear, polynomial or radial kernels, MARS 
and XGBoost in the context of skeletal sex and ancestry estimation LDA and 
SVM perform best respectively, with high prediction accuracy and minimal 
bias in most tests (Figure 10.5) [6]. On the other hand, regression analysis 
and random forest suited well for stature estimation and for age estimation.

Limitations of Machine Learning in Forensic Anthropology

Despite becoming an indispensable tool in the field of forensic sciences, there 
are some specific shortcomings of machine learning. For the algorithm to 
become user-friendly and adjust to the training data sets it takes lots of trials. 
Therefore, it requires time and expenses to maintain such infrastructure. ML 
has immense promise in many domains, including forensic anthropology, 
but it has limits.
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•	 Limited Data Availability: Forensic anthropology works with 
unique and complicated situations, making vast diverse datasets dif-
ficult to gather and the ML algorithms need plenty of data to learn 
and predict. If the data collected is incorrect, the results generated 
will be insignificant. Further manual or automated data acquisi-
tion is time-consuming and labour-intensive. Thus the scarcity of 
anthropological datasets limits the performance and generalization 
of the ML models for the biological attributes [61].

•	 Lack of Interpretability: Many ML algorithms, including deep-
learning models, are ‘black boxes’ because they lack transparency 
and interpretability. In forensic anthropology, where expert views 
are respected, it might be difficult to explain how the algorithm pro-
duced a choice or prediction [61].

•	 Bias and representativeness: ML models depend on training data 
quality and representativeness.ML models may inherit and increase 
training data biases. This may impact forensic anthropological inves-
tigations by causing erroneous predictions or findings [5, 61]

•	 Domain-Specific Problems: In forensic settings, it is quite common 
to receive incomplete or damaged skeletal remains, which presents 
distinct obstacles. Such skeletal remains may restrict the features ML 
systems may use to derive meaningful patterns. When dealing with 
deteriorated or fragmentary remains, ML models may have trouble 
determining the age, sex, stature or ancestry estimation [5, 61].

•	 Expertise and Human Involvement: Machine-learning algorithms 
form a part of artificial intelligence which is yet again a simulation 
of human intelligence. Therefore, result interpretation and accuracy 
of results can only be achieved with human interference. Also, any 
error in the data or algorithm can ultimately lead to a wrong output. 
Forensic anthropology demands specialized knowledge and exper-
tise. ML can automate processes and provide insights, but it cannot 
replace forensic anthropologists’ experience and judgement [50].

•	 Ethical Issues: AI in forensic anthropology raises ethical issues as 
well. Researchers and practitioners must address the ethical and 
legal consequences of their work since any technology might be mis-
used or have unforeseen repercussions in personal identification in 
different forensic situations. This involves responsibly obtaining and 
using data to train AI algorithms and assessing how AI-driven anal-
ysis may affect forensic investigators and their communities [50, 62].

Despite these drawbacks, ML may be useful in forensic anthropology. It 
might help forensic anthropologists analyze vast data sets, find trends, and 
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make educated conclusions. It should be utilized judiciously, with human 
competence, and with an understanding of its limits and biases. ML in 
forensic anthropology creates ethical difficulties. The findings from forensic 
anthropological examinations are admitted in the court as supporting evi-
dence and hence ensure a fair trial and speedy delivery of justice.

Future Aspects of Machine Learning 
in Forensic Anthropology

Machine learning has widespread applications in the field of forensic anthro-
pology especially pertaining to personal identification. The varied use of dif-
ferent supervised and unsupervised learning algorithms holds a promising 
future in anthropological examinations. These algorithms have enabled the 
analysis of high volumes of skeletal data with greater precision, accuracy and 
speed. These algorithms may also help in creating biological profiling along 
with facial reconstruction, time since death estimation, trauma and pathol-
ogy identification [5]. Detailed analysis of the skeletal remains especially 
about population-specific morphometric variations can be easily accom-
plished using machine learning algorithms. It is imperative to incorporate 
an ethical approach while dealing with such confidential data which may be 
compromised by using these algorithms entirely. Hence, human intervention 
in the collection procedures and interpretation of data may be acknowledged 
in the usage of machine learning algorithms in forensic anthropological 
examinations.
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Introduction

Forensic ballistics, the study of firearms, ammunition and the effects of 
projectiles, is a crucial field within forensic science. It plays a pivotal role in 
criminal investigations by analyzing ballistic evidence to link firearms to 
specific crimes [1]. Machine learning (ML) is a rapidly evolving technology, 
which offers many opportunities for intelligence data analysis [2, 3]. ML and 
artificial-intelligence (AI) applications are ubiquitous and ever-changing in 
our society, many of which are illustrated in Figure 11.1. A brief classification 
of ML is also detailed in Figure 11.2. Despite this pervasiveness, machine-
learning forensics (MLF) remains an emerging field within forensic science—
and one that is still relatively underdeveloped. However, a real potential exists 
to leverage machine learning to identify criminal patterns, predict criminal 
activities (e.g., predict the location and timing of crimes) and automate inves-
tigative processes [4, 5]. As a result, there is a significant opportunity to bridge 
this gap and harness ML’s capabilities for advancing forensic science [6].

The integration of machine learning (ML) in forensic ballistics specifi-
cally holds significant potential for enhancing the efficiency and accuracy 
of analyses. Here are several potential applications of machine learning in 
forensic ballistics:

•	 Bullet and Cartridge Categorization: Machine-learning algorithms 
can be trained to classify and categorize bullet and cartridge char-
acteristics. By analyzing the markings on fired bullets and cartridge 
cases, ML models can identify unique patterns, such as rifling marks 
and firing pin impressions. This automated classification can signifi-
cantly speed up the initial stages of investigations.

•	 Firearm Identification: ML can assist in the identification of the fire-
arm used in a crime by analyzing the unique ballistic signatures left 
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Potential Application of Machine Learning in 
Forensic Ballistics

Figure 11.1  Applications of machine learning. Source: https://medium​.com​/
hashmapinc​/data​-science​-for​-executives​-bd6e766a6a19

Figure 11.2  Classification of machine learning [35].

https://medium.com/hashmapinc/data-science-for-executives-bd6e766a6a19
https://medium.com/hashmapinc/data-science-for-executives-bd6e766a6a19
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on projectiles. This involves creating a database of firearm signatures 
and training algorithms to match these signatures to the characteris-
tics of recovered bullets or cartridge cases. Automated identification 
can reduce human error and enhance the speed of investigations.

•	 Trajectory Analysis: Machine learning can aid in reconstructing 
the trajectory of projectiles. By analyzing the impact patterns and 
angles, as well as considering environmental factors, ML algorithms 
can assist forensic experts in determining the likely path of a fired 
projectile. This information is crucial for understanding the dynam-
ics of a shooting incident.

•	 Shot Placement and Impact Analysis: ML algorithms can analyze 
acoustic signals related to bullet impacts, helping forensic experts 
understand the trajectory and location of each shot. This contrib-
utes to the reconstruction of the event and the determination of the 
shooter’s position.

•	 Pattern Recognition in Bullet Striations: Machine learning can be 
employed to analyze microscopic features on bullets, such as stria-
tions and markings left by the firearm’s barrel. ML algorithms can 
identify unique patterns, facilitating the matching of recovered bul-
lets to specific firearms.

Identification of firearms is one of the most crucial, complex and difficult 
aspects of a criminal investigation. Regarding the marks on fired bullets and 
cartridge cases, each firearm, regardless of size, manufacturer or model, has 
its own unique fingerprint. ML/AI will greatly simplify the task of deter-
mining the potential impact area of a projectile [7]. Using image process-
ing, artificial neural networks can aid specialists in scanning the database 
for gunpowder and cartridge cases, and comparing bullet markings, firearm 
identity and other ballistic evidence without requiring direct intervention. 
A unique analytical technique for recognizing projectile samples utilizing 
line-scan imaging, based on the rapid Fourier transform [8]. Also, machine 
learning in forensic ballistics is used to examine the class characteristics such 
as rifling marks and individual characteristics of a bullet [9].

In the future, machine learning and artificial intelligence will also be 
utilized to assist military decision-makers [10]. Armed forces will receive 
augmented reality data via heads-up displays and weapon control systems, 
which will be provided by artificial intelligence. It will be used to identify 
and classify threats, prioritize targets and display the location of friendly 
forces and safe distances surrounding them. The AI system will use data 
from many sensors across the battlefield to construct a picture based on 
information that the current army is unaware of. In the near future, soldiers 
will handle the majority of military actions, but AI will provide analysis and 
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recommendations based on large datasets that are too massive for unaided 
humans to comprehend [7, 9]. Also in the future, miniature robots can be 
employed on the battlefield to deliver loaded magazines to individual soldiers 
as their guns’ basic combat load runs out [10].

Applications of Machine Learning in Forensic Ballistics

Firearm Identification

The recordings of firearms utilized at the scene of an increasing number of 
crimes are accessible for investigative purposes. The objective of forensic 
investigation is to ascertain whether the item under scrutiny is, in fact, a fire-
arm, as well as to specify its model, calibre and other relevant characteristics. 
The forensic analysis of cartridge discharge sounds (specifically, shock waves 
and muzzle blasts) is widely recognized [11​​–14] and is utilized in criminal 
investigations. The integration of acoustic evidence and exterior ballistic cal-
culations can facilitate the determination of the shooter’s distance and loca-
tion [15, 16]. Moreover, an examination of the noise generated by a projectile 
throughout its trajectory and upon impact is possible [17​–19]. An additional 
application of acoustic analysis of crime scene records is the determination 
of the sequence of shots fired by various shooters [10, 20].

Firearms produce various acoustic signals during their operation, 
including the sound of a shot, the sound of a flying bullet and the sound 
of the bullet’s impact. These acoustic signals can be analyzed, compared, 
and identified to differentiate between different types of firearms and their 
mechanical actions. Forensic investigation of the sounds of cartridge dis-
charge, combined with exterior ballistic calculations, can help determine the 
distance to the shooter and their position. By analyzing the acoustic signals 
made by firearms, including the sound of a shot, the sound of a flying bullet 
and the sound of the bullet’s impact, it is possible to identify different types of 
firearms and their mechanical actions. Machine learning has been found to 
be the most promising method for analyzing and identifying these acoustic 
signals, which can be used in forensic identification.

Gun-Shot Residue Analysis

Quantitative profile–profile relationship (QPPR) modelling is a novel 
machine-learning technique that aims to establish associations and predic-
tions regarding the chemical properties of unspent ammunition derived 
from gunshot residue (GSR) [21​–23]. By leveraging the post-discharge GSR 
profiles, the methodology forecasts the pre-discharge chemical profiles of 
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specific ammunition components using contemporary machine-learning 
techniques. Comparing the predicted profiles to one another and to other 
profiles that have been measured enables forensic investigators to establish 
evidentiary connections. The efficacy of the QPPR modelling approach in 
forecasting GC–MS profiles of smokeless powders (SLPs) derived from 
organic GSR in spent cases has been demonstrated as described in Figure 
11.3. The experimentally determined profiles closely resemble the predicted 
profiles [24] providing a quantitative method for associating GSR with par-
ticular types of ammunition, this novel approach has the capacity to accu-
rately link evidence in a variety of forensic scenarios [25].

Bullet and Cartridge Categorization

Machine learning is helpful in the identification of bullets by providing a sys-
tematic approach to computing the similarity between two ballistic images 
and classifying between genuine matches and false matches. In the context 
of ballistic image matching, machine-learning techniques, specifically a 
supervised learning-based approach, have been shown to be superior to non-
learning-based methods. By leveraging advances in computer vision and 
machine learning, a learning-based approach can address the limitations of 
prior work, particularly in the context of forensic practice [26]. The method 
employs a gentle boost-based learning scheme to select a discriminative sub-
set of local cells in the spatial domain, with each cell constituting a weak 
classifier using the classic cross-correlation function (CCF) score [27]. The 

Figure 11.3  Machine learning predicts ammunition from gunshot residue [21].
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proposed approaches for ballistic image matching involve a learning-based 
method to compute the similarity between two ballistic images with breech 
face impressions [26, 28]. The study compares the proposed approach with 
state-of-the-art methods on both controlled laboratory data (NIST (National 
Institute of Standards and Technology) dataset) and a newly collected opera-
tional forensic lab (OFL) dataset. The results show promising performances 
on the NIST dataset, with the proposed approach achieving perfect clas-
sification. It outperforms the NIST techniques in terms of expected error, 
indicating its effectiveness in ballistic image matching. On the more chal-
lenging OFL dataset, the proposed approach also performs better than the 
global cross-correlation method, especially at low false-positive rates [29]. 
The proposed approach demonstrates potential in addressing these chal-
lenges and highlights the need for a large operational benchmark ballistic 
image database to develop probabilistic models for ballistics matching [30, 
31]. The approaches show promising performances and outperform state-of-
the-art methods in terms of expected error, especially on the more challeng-
ing operational forensic lab dataset.

Overall, machine learning plays a crucial role in improving the accuracy 
and reliability of ballistic image matching, especially in operational foren-
sic settings. It allows for the development of a systematic and scientifically 
sound method for comparing ballistic images, addressing concerns about the 
reliability and validity of tool mark-based forensic evidence [32].

Shooting Distance Estimation

Many factors come into play with shooting distance estimation. Take, for 
example, shotgun patterning, which Oura et al. notes is due to several fac-
tors [33]:

Firstly, shotgun barrel length has a major effect on pattering and short barrels 
… tend to offer a wide spread pattern already from short shooting distances. 
Longer barrels in turn tend to provide tighter patterns, Secondly, the choke 
has a major influence on patterning …In addition to barrel length and selec-
tion of the choke, several factors such as bore size, pellet size and material 
(e.g., lead vs. steel) influence patterning.

These various factors combine to create a complex shotgun pattern, mak-
ing it an important consideration in forensic analysis and the estimation of 
shooting distance.

Machine-learning techniques are increasingly used to interpret shooting 
distances, with some studies applying regression analysis and TinyResNet-
based algorithms to estimate the range of fire for various firearms, including 



191Potential Application of Machine Learning in Forensic Ballistics﻿﻿

shotguns, AK-47s and Karshinov rifles [34]. In such studies, regression anal-
ysis is instrumental for estimating shotgun pellet patterns, with shooting 
distances typically falling within the confidence intervals. The findings offer 
hope as to the usefulness of regression analysis in estimating shooting dis-
tance from shotgun patterns. Additionally, while another study explored the 
potential of neural network architectures to classify shotgun pattern images 
based on shooting distance, due to the complex nature of shotgun fire, future 
studies will no doubt be needed to develop reliable and applicable algorithms 
for such pattern interpretation. [34].

Considering factors such as choke, shell and pellet variation are crucial 
in future studies to develop more accurate algorithms. The ultimate goal is 
to develop robust and generalizable algorithms that will serve as a beneficial 
tool for forensic investigators, improving the accuracy of forensic shotgun 
pattern interpretation, particularly in scenarios with limited background 
information available [34]. The findings have implications for forensic inves-
tigators and law enforcement agencies, suggesting that deep learning algo-
rithms could improve the accuracy and efficiency of forensic shotgun pattern 
interpretation in the future.

Advantages of Machine Learning in Forensic Science

•	 Pattern Recognition and Classification: Machine-learning algo-
rithms demonstrate proficiency in the discernment of intricate pat-
terns within ballistic evidence, thereby facilitating the classification 
of unique firearm-related characteristics. This capacity enhances 
the identification and differentiation of firearms based on nuanced 
markings and projectile trajectories.

•	 Efficient Bullet Matching: Automated systems underpinned by 
machine-learning methodologies markedly enhance the expedi-
tious matching of bullets to specific firearms. Through the analysis 
of distinctive markings on bullets and casings, machine-learning 
algorithms streamline the identification process, thereby reducing 
manual workload and expediting investigative timelines.

•	 Advanced Ballistic Imaging Analysis: Machine learning contrib-
utes to the refinement of ballistic imaging analysis by automating the 
comparison and matching of intricate striations on bullets or car-
tridge cases. Automated image recognition algorithms serve to aid 
forensic experts in identifying and interpreting complex patterns, 
surpassing the capabilities of conventional methodologies.
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•	 Enhanced Database Matching: The integration of machine learn-
ing into ballistic databases establishes a framework for expedited 
and precise matching of ballistic evidence with existing records. 
This capability streamlines the investigative process, facilitating 
the prompt identification of potential linkages to prior criminal 
incidents.

•	 Reduction of Human Error: The application of automation through 
machine learning mitigates the inherent risk of human error in 
forensic analysis. By automating routine and repetitive tasks, foren-
sic experts can redirect their focus towards more intricate aspects of 
the investigation, culminating in heightened reliability and accuracy 
of results.

•	 Predictive Modeling for Firearms and Ammunition: Machine-
learning models, when appropriately trained, exhibit the capacity to 
predict various characteristics related to firearms, ammunition or 
shooting incidents. This predictive capability empowers investiga-
tors with informed decision-making tools, thereby augmenting situ-
ational awareness during criminal investigations.

•	 Holistic Data Fusion: Machine learning facilitates the integration of 
information from diverse forensic sources, engendering a compre-
hensive understanding of a crime scene. This integrative approach, 
synthesizing ballistics data with inputs from other forensic disci-
plines, engenders a nuanced perspective, potentially revealing latent 
connections and insights.

The infusion of machine-learning methodologies into forensic ballistics 
confers a spectrum of advantages, ranging from increased efficiency to 
augmented analytical capabilities, thereby significantly contributing to the 
refinement of criminal investigative processes.

Disadvantages of Machine Learning in Forensic Science

•	 Data Quality and Bias in Machine Learning Models: The efficacy 
of machine-learning (ML) models in forensic ballistics is contingent 
upon the quality and representativeness of the training dataset. If the 
dataset exhibits bias or lacks comprehensive coverage, ML models 
may produce inaccurate or skewed results, particularly in the con-
text of firearm and ammunition diversity.

•	 Overfitting Challenges: ML models are susceptible to overfitting, 
a phenomenon wherein models perform exceedingly well on the 
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training dataset but falter in generalizing to new, unseen data. In 
forensic ballistics, overfitting may lead to models overly tailored to 
specific ballistic evidence types, impeding adaptability across diverse 
scenarios.

•	 Interpretability Concerns: The interpretability of ML models, par-
ticularly complex architectures such as deep neural networks, poses 
a challenge in forensic ballistics. The opacity of decision-making 
processes may hinder forensic experts’ ability to comprehend and 
explain the rationale behind a model’s conclusions, raising questions 
about transparency and interpretability.

•	 Human Expertise versus Machine Learning: The intricate exper-
tise and intuition inherent in human forensic analysts may not be 
fully encapsulated by ML models. The contextual understanding and 
experiential knowledge of forensic experts, crucial in the nuanced 
interpretation of complex ballistic evidence, may not be adequately 
represented by machine learning methodologies.

•	 Dynamic Nature of Forensic Science: Forensic science, including 
ballistics, evolves continually with advancements in methodologies 
and technologies. ML models may face challenges in adapting rap-
idly to these changes, necessitating frequent updates and retraining 
to maintain accuracy and relevance.

The application of machine learning in forensic ballistics demands careful 
consideration of these scientific challenges to ensure the robustness, fair-
ness and ethical integrity of the investigative process. Collaboration between 
experts in machine learning and forensic analysis is essential for navigating 
these complexities.

Conclusion

Forensic ballistics is a crucial field in forensic science, analyzing firearms and 
ammunition to link them to specific crimes. Machine learning (ML) is a rap-
idly expanding discipline that provides intelligent data analysis skills. ML is 
used in various applications, including bullet and cartridge categorization, 
firearm identification, trajectory analysis and shot placement and impact 
analysis. However, the application of ML in forensic ballistics is still in its 
infancy due to the lack of awareness among forensic scientists and experts in 
ML and data mining. The integration of ML in forensic ballistics holds signifi-
cant potential for enhancing efficiency and accuracy. Machine learning (ML) 
can be used in forensic ballistics to analyze microscopic features on bullets, 
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identifying unique patterns and matching recovered bullets to specific fire-
arms. This technology simplifies the task of determining the potential impact 
area of a projectile, and can also be used to assist military decision-makers 
in identifying threats and prioritizing targets. Applications of ML in forensic 
ballistics include firearm identification, acoustic analysis and determining 
the sequence of shots fired by various shooters. In the future, AI systems will 
provide analysis and recommendations based on massive datasets.
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Introduction

Almost all human enterprises across diverse professional, cultural, geo-
graphical or social congregations have become data-centric and data-driven. 
The tendency and dependency on data usage is increasing and so is the data 
itself. The precipitation of more and more data has been created, which we 
now call ‘big data’. Big data is an asset as well as a challenge for all modern-
day enterprises. Big data is a great enabler if put to use in a meaningful man-
ner. A careful review can present a wonderful correlation between your past 
actions and past outcomes. The mistakes are retrieved and opportunities for 
course correction for a better outcome in future are promulgated. An insight 
into what better work has been done in the past is also evidenced and gives 
a clue about how it can be further improved. Thus, several procedural steps 
can be amended, resurrected or augmented based on big data analysis. Figure 
12.1 shows various techniques utilized for data mining. Resource manage-
ment and its optimal applications can be ensured for enhanced efficiency. 
Reasons for failures can be determined and expunged. Trends and specific 
patterns can be intelligently discerned, which can give a glance into future 
trajectories. Risk–benefit balance can be reworked in the favour of the benefit. 
Red flags and green flags can be better understood for well-informed actions 
regarding what is to be dropped and what is to be pursued. In essence, pre-
dictive analytics and smart decisions can be made out of big data analytics. ​

It is essential that big data as a concept is well understood before we move 
on to applying machine-learning algorithms to conceive its utility and chal-
lenges. Figure 12.2 shows the three Vs of big data, variety, volume and veloc-
ity. These describe the essence of the task at hand and also give a glimpse of 
the complexity pertaining to data that needs to be handled. Managing and 
analyzing big data poses serious challenges. The challenge of big data lies 
in the speed with which it is expanding (velocity), the exponential amount 
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which is being constantly added (volume), the diversity and complexity of the 
incoming data (variety) and the multiplication of sources through which new 
data is making the big data larger every day. So, with big data amalgamated 
with so many challenging dimensions, the analysis of such data is an arduous 
task. The conventional data analytics approaches may fall short of expecta-
tions when confronted with the complexity of big data and this would only 
underline the maxim that modern problems need modern solutions.

Figure 12.1  Collection of data mining techniques.

Figure 12.2  The three Vs of big data.
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Machine learning (ML) commonly referred to as a subfield of artifi-
cial intelligence is capable of processing large amounts of data based on its 
algorithm and can learn from these data to improve further data analytics, 
classification and pattern identification and finally predict things. Machine 
learning in big data analytics can help businesses, industries and even law 
enforcement agencies to identify patterns, forecast outcomes in a precise 
manner and gain valuable insights from vast amounts of data [1]. Thus, big 
data with its velocity, volume and variety traits can be effectively handled 
and necessitates the application of sophisticated methods such as machine 
learning for its analysis [2].

Basics of Machine Learning

Understanding the core fundamentals of machine learning is quintessen-
tial before applying it in the analysis of big data. Machine-learning algo-
rithms enable a system to take input data, learn from it, produce meaningful 
insights or predict things and constantly improve its performance based on 
more data availability for perfecting its predictive attribute. Primarily there 
are three basic types of machine learning: (i) supervised learning, (ii) unsu-
pervised learning and (iii) reinforcement learning.

When the system learns and gets trained on labelled datasets and 
accordingly makes predictions, it is called supervised learning [3]. While it 
may have a very high accuracy percentage in prediction as it is trained on a 
labelled dataset but may suffer from failing to identify unknown patterns 
which were not part of the training dataset. The system uses logistic regres-
sion and linear regression for binary classification and predicting continuous 
variables [4]. For improved output, these models are required to be trained 
on huge amounts of data allowing them to learn scalable implementations, 
parallel processing and distributed computing techniques [5].

Conversely, when the system is trained on unlabelled datasets and the 
system develops the ability to make predictions or generate outputs based 
on its ability to identify new patterns and structures, it is known as unsuper-
vised learning. The system explores hidden patterns, relationships and simi-
larities between the unlabelled data to come out with a specific probability 
for new input data [6].

Sometimes, a semi-supervised learning model is also found which works 
with partial similarity to both supervised and unsupervised learning by 
using both labelled and unlabelled data for training. Reinforcement learning 
is feedback-based learning, where after every output, the system enhances its 
learning through reward–penalty feedback. The surrounding has a definitive 
impact on the system learning in this case. The system improves every time 
after receiving positive or negative feedback on their outcomes.
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Preprocessing and Feature Engineering

Big data by its nomenclature is characterized by large voluminous data which 
may be very complex as well as unstructured. Thus, to process such data 
through machine-learning tools, it is important to preprocess the raw data 
through feature engineering involving steps such as cleaning and altering 
the raw data. Cleaning typically refers to processing the data to reduce noise, 
manage missing values and resolve inconsistencies. For altering the data or 
transforming the data as we may call it, scaling normalization and encoding 
the variables should be done [7]. Feature engineering can further help to pick 
pertinent features from within the raw data for improving the overall perfor-
mance and output of ML models.

Neural Networks and Deep Learning

The ability of machine learning to deal with large volumes and complexly 
structured data through deep learning has gained immense traction of late. 
Recurrent neural networks (RNNs) are frequently used for sequential data 
analysis such as voice and natural language processing. Similarly, convolu-
tional neural networks (CNNs) find a lot of application in tasks pertaining 
to image identification [8]. The deep-learning models have to a great extent 
transformed the ability of systems towards language understanding and 
machine translation. The deep-learning models can be effectively trained on 
massive amounts of data with inherent complexity using distributed com-
puting frameworks, parallel processing and specialized hardware accelera-
tors such as tensor processing units (TPUs) and graphics processing units 
(GPUs).

Applications of Big Data

The use of machine learning for analyzing big data has several real-world 
applications in almost all intersections of human enterprise such as in indus-
tries, manufacturing units, cybersecurity measures and risk mitigation, mar-
keting, the healthcare sector and the financial segment. The financial sector 
benefits from the deployment of ML models in evaluating credit risk, pre-
venting fraud, trading activities, etc. It supports drug research, personalized 
therapy and the identification of diseases in the healthcare industry. Through 
customer segmentation, targeted advertising and churn prediction, the mar-
keting industry benefits from machine learning. Machine learning is used in 
manufacturing for predictive maintenance, supply chain optimization and 
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quality control. Machine learning is used in cybersecurity for network intru-
sion detection, threat intelligence and anomaly detection [9]. Each applica-
tion emphasizes the particular problems that machine-learning algorithms 
solve as well as the advantages that result from their application.

Different industries have been revolutionized by big data, which has 
made it possible for businesses to learn useful lessons, make better decisions 
and spur innovation [10, 11].

Here are a few significant big data uses from various industries as repre-
sented in Figure 12.3.

Finance

•	 Identifying and Preventing Fraud: Big data analytics can find pat-
terns and irregularities in financial transactions to quickly spot 
fraud.

•	 Risk Assessment: Financial organizations can more effectively ana-
lyze and manage risks by analyzing massive amounts of financial 
and market data.

•	 Algorithmic Trading: Complex trading algorithms that can make 
quicker and more educated investment decisions can be created 
thanks to big data analysis.

Healthcare

•	 Personalized Medicine: It is possible to customize treatments and 
drugs for specific individuals by analyzing vast amounts of patient 
data, such as medical records, genomic data and lifestyle data.

Figure 12.3  Applications of big data.
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•	 Disease Prediction and Early Detection: Big data analysis from 
enormous healthcare data sources can suitably be used to learn 
trends for predicting early signs of onset of illness and what kind of 
interventions at a preliminary stage can yield better results.

•	 Drug Discovery: The process of new drug discovery can benefit 
immensely from the speedy analysis of a variety and large volumes 
of data such as genomic, chemical and biochemical and the data 
from clinical trials and their results.

Marketing and Customer Analytics

•	 Customer Segmentation: Marketing houses can proficiently clas-
sify and cluster their buyer base in view of their spending behaviour, 
socioeconomics and interests based on insights gained from big data 
analysis.

•	 Targeted Advertising: Organizations can customize their product-
promoting endeavours and make the advertisements more target-
oriented by giving specific messages of interest to specific crowds by 
examining client information and their online behaviour.

•	 Churn Prediction and Customer Retention: Big data analysis can 
assist organizations in minimising client saturation and devise 
methods to keep their most significant clients intact and their pur-
chasing intent active.

Manufacturing and Supply Chain

•	 Predictive Maintenance: Data analysis can be used to foresee and 
predict maintenance schedules, support prerequisites and avert fail-
ures which may disrupt the manufacturing process abruptly.

•	 Quality Control: Data analytics can examine previous manufactur-
ing and performance records to realize quality issues or shortcom-
ings to address them and improve the quality of products.

•	 Supply Chain Optimization: Big data analytics can throw light 
on problems with inventory management in the past and how and 
where to improve it. Similarly, cost-cutting exercises, enhancing effi-
ciency, etc., can also be achieved through data-based insights.

Transportation and Logistics

•	 Route Optimization: Route optimization can be achieved through 
big data analysis of ongoing traffic data, weather situations and past 
records and trends.
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•	 Demand Forecasting: Big data analysis can help the sales industry 
manage inventories and production by gauging patterns and trends 
of demands, consumer behaviour, sales data and other influencing 
factors.

•	 Fleet Management: Big data analytics can help examine informa-
tion from vehicles, such as fuel use, upkeep prerequisites and driver 
conduct to maintain flawless fleet operations and reduce operational 
costs.

Energy and Utilities

•	 Smart Grid Management: Smart meter, sensor and framework 
foundation information can be broken down utilizing big data anal-
ysis to improve energy dissemination, lower blackouts and boost 
productivity.

•	 Energy Consumption Optimization: Associations can track down 
opportunities to save energy and distribute assets all the more pro-
ficiently by dissecting meteorological information and patterns of 
energy utilization.

•	 Renewable Energy Optimization: To expand the understanding 
and use of environmentally friendly power sources, big data analysis 
can be utilized to predict weather conditions, energy yield measure-
ments and demand.

The above applications are only indicative and not comprehensive of what big 
data analysis is capable of. There can be several more, encompassing almost 
all areas of human lives and enterprise. The future holds even more promise 
and compelling use of big data analysis as the data will continue to grow 
exponentially and technology-led innovations with ML models will keep on 
evolving.

Ethical Considerations and Challenges

As machine learning is increasingly used for big data analysis, ethical issues 
and difficulties are brought to the fore. It is important that these ethical chal-
lenges are addressed appropriately in order to freely apply ML tools for big 
data analysis. Some pertinent ethical dilemmas are discussed below [12]:

•	 Data Privacy: A lot of private data may form part of the big data that 
is to be analyzed and hence organizations need to put necessary safe-
guards in place to ensure that the privacy of data are respected and 
also the data are protected as per the provisions of data protection 
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laws in force. Data encryption, storing data in secure mode or ano-
nymization methods can prove to be useful in reducing the threat of 
compromising data privacy.

•	 Bias and Fairness: ML algorithms can yield skewed or biased results 
if the algorithm even unintentionally supports any kind of biases 
or predispositions in the data used for training the model. It’s thus 
important that such biases, wherever are pre-eliminated for the 
model to learn correctly and yield fair outcomes. The fairness in 
outcome for any ML model can be ensured and enhanced by imple-
menting methods such as bias detection, model interpretability and 
fairness-aware learning. These together would enhance fairness and 
reduce prejudice in results.

•	 Interpretability and Explainability: With the increasing complex-
ity of ML models and algorithms, it becomes difficult to precisely 
understand the workings of the model. Interpretation and explana-
tion are important in understanding the process of decision-mak-
ing and also accounting for it. Methods such as feature importance 
analysis, model visualization and rule extraction make it easier to 
understand the rationale behind the ML model making a particular 
decision.

•	 Data Quality and Reliability: The quality of big data to be processed 
generally suffers from quality issues, noise and other data gaps. The 
precision and reliability of ML models can be badly affected by poor 
quality of data. Thus to ensure the quality of data, data validation 
procedures, data cleaning approaches and data validation methods 
need to be done.

•	 Scalability and Resource Constraints: For handling and process-
ing huge amounts of information as big data resource constraints 
such as appropriate infrastructure and algorithms need to be put in 
place. Similarly, with data getting bigger and bigger, the processing 
unit should be scalable to higher and higher limits. Distributed com-
puting frameworks, parallel processing and cloud infrastructure can 
help the ML model implementation to overcome both the issues of 
scalability and resource constraints.

•	 Algorithmic Transparency and Accountability: It is critical to lay 
out responsibility and receptiveness since ML calculations regu-
larly make significant decisions in many fields. Transparency and 
accountability inspire more confidence and trust in users in the 
system.

•	 Human Oversight and Decision-Making: Human intervention in 
the form of result verification, compliance with ethical standards 
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and deciphering intricate patterns are very important for the system 
to work for optimal and legitimate output by forging this human–
machine collaborative decision-making system.

Big data analysis using machine learning offers numerous advantages and 
prospects for use in a variety of industries. However, it is crucial to address the 
problems and ethical issues that come with this integration. Organizations 
may utilize the power of machine learning while minimizing risks by giving 
data protection, fairness, interpretability and accountability a top priority. 
Machine learning for big data analysis will be used ethically and for the ben-
efit of society if there is constant monitoring and evaluation of algorithms 
and their effects on society.

Analysis of Big Data Using Machine Learning

Machine learning is fundamental and indispensable for big data analysis 
owing to its capability of fast and accurate outputs helping users to gain 
insights on critical matters of their interest. ML can help in the following 
ways in big data analysis:

•	 Pattern Recognition: A vast amount of data can most of the time 
present complex patterns and intra-linkages which can be difficult to 
understand manually or with simple statistical tools. Machine learn-
ing offers the capability to decipher such relationships and patterns 
between the data even if the data is unstructured or with multiple 
variables [13].

•	 Predictive Analytics: Machine learning has this distinctive capabil-
ity of making data-based predictions by analyzing the data patterns 
and relationships. This is the biggest strength of ML models for their 
wide acceptance as their forecasts are extremely valuable for deci-
sion-making in almost all human enterprises [13, 14].

•	 Classification and Clustering: Machine learning can very effectively 
and meaningfully classify and cluster voluminous data into smaller 
categories. These clusters can then be evaluated for trend forecasting 
to aid in decision-making [14].

•	 Anomaly Detection: A large amount of information can be utilized 
by ML algorithms to track down peculiarities or anomalies. These 
oddities could be indications of a red flag, fraud, irregular behav-
iour or information issues which should assist the user in making an 
informed decision in real-time [15].
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•	 Natural Language Processing (NLP): There are several ML-enabled 
NLP applications that can perform sentiment analysis, text catego-
rization, topic modelling and language translation, which helps in 
processing unstructured textual data to bring out gainful insights 
from such data. These data may include text information, including 
messages or e-mails, social media posts and customer reviews [16].

•	 Recommendation Systems: ML models can produce tailor-made 
recommendations for business enterprises by analyzing a huge 
amount of data pertaining to customer behaviour, choices, spending 
habits, purchasing time periods, item qualities purchased in the past, 
etc. These recommendations can guide businesses to further focus 
more on customer preferences, improve engagement, achieve higher 
customer satisfaction, customise advertisements, etc. [17].

•	 Deep Learning: A type of ML called deep learning involves pre-
paring neural networks with various layers to naturally examine 
complex data relationships and retrieve patterns for forecasting 
information. They can process massive amounts of information and 
thus are suited for big data analysis [18].

•	 Scalability and Efficiency: The machine-learning algorithms can be 
programmed in a way which can be scaled up to handle more and 
more amounts of data also maintaining and capable of enhancing 
the efficiency with which this massive amount of data is being pro-
cessed. The ML model can effectively use a distributed computing 
network for load distribution [19].

•	 Data Preprocessing and Feature Engineering: Machine-learning 
algorithms yield the best outcomes while dealing with organized 
and clean data. However, such data is a rarity. Thus, preprocessing 
and feature engineering of data are required to optimize the output. 
The preprocessing steps may include data cleansing, data normal-
ization and feature optimization. On the other hand, feature engi-
neering involves steps such as developing fresh features or selecting 
important features for better outcomes of ML models. Preprocessing 
and feature engineering are important as ML models often handle 
multidimensional data with a lot of variety [20].

•	 Supervised Learning for Prediction and Classification: ML mod-
els are prepared as supervised learning algorithms for handling big 
data to give accurate predictions and classifications of data. The pat-
terns and relationships of a dataset are analyzed for making predic-
tions or classification of the said data. This has wide applications in 
fraud detection, risk assessment, sentiment analysis and customer 
churn prediction [21].
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•	 Unsupervised Learning for Pattern Discovery and Clustering: 
Unsupervised learning fittingly works on unlabelled data to discover 
hidden structures and patterns within the data. This has applications 
in customer segmentation, anomaly detection and pattern recogni-
tion. In cases of multidimensional data, the number of unwarranted 
dimensions is reduced without disturbing its structure and vari-
ability using techniques such as t-distributed stochastic neighbour 
embedding (t-SNE) and principal component analysis (PCA) [22].

•	 Deep Learning for Complex Pattern Recognition: To handle and 
analyze data with extreme complexities and intricate patterns, deep 
learning models have evolved which use neural networks of multiple 
layers. Deep-learning models are capable of automatically discover-
ing these complexities within data and analysing it with accuracy 
for precise predictions. The two most common deep learning mod-
els are: recurrent neural networks (RNNs) and convolutional neural 
networks (CNNs). Both these are frequently used in big data analy-
sis including tasks related to natural language processing, picture, 
audio and video recognition and recommendation systems [23].

•	 Real-Time Analysis and Streaming Data: ML algorithms are also 
capable of analyzing real-time analysis of ongoing streaming of data 
making it possible for users to make instantaneous decisions on 
issues of urgency. Algorithms such as online learning, incremental 
learning and adaptive models facilitate real-time analysis and pre-
diction possible through continuous analysis of streaming data [24].

•	 Scalable Machine Learning: Scalable ML models are essential for 
handling the volume, velocity and variety of data in big data analy-
sis. This can be achieved by distributed computing networks such as 
Apache, Spark and Hadoop that distribute the computing load on 
several computers or clusters. Tensor processing units (TPUs) and 
graphics processing units (GPUs) are examples of dedicated hard-
ware solutions that are helpful in parallel processing [25].

•	 Optimization and Automation: The performance of ML mod-
els is improved with steps such as optimization and automation. 
Optimization approaches such as gradient descent, genetic algo-
rithms and Bayesian optimization can be performance enhancers. 
Similarly, automation of data cleaning, feature selection, model 
selection and hyperparameter tuning also plays an important role 
in performance enhancement. Thus, ML models provide users with 
the privilege of automating procedures, getting accurate predictions, 
meaningful insights, and advantageous decision-making [26].
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Introduction to Deep Learning

Learning how to represent data hierarchically, deep learning relies on train-
ing neural networks with numerous layers. Deep learning makes it possible 
to automatically extract intricate features and patterns from raw data, in 
contrast to typical machine-learning techniques that rely on manually cre-
ated features. Due to its capacity to handle difficult tasks including natural 
language processing, speech recognition and image recognition, it has drawn 
considerable attention and gained popularity.

Historical Background

The idea of artificial neural networks was first proposed in the 1940s and 
1950s, which is where deep learning first emerged. Deep learning sprang to 
prominence, however, in the 1980s and 1990s because of the creation of tech-
niques such as backpropagation that made it possible to train deep neural 
networks effectively [27]. Deep learning has advanced more quickly in recent 
years thanks to improvements in computer power, the accessibility of large-
scale datasets and the creation of specialized hardware (such as GPUs).

To Understand Deep Learning, It Is Essential 
to Grasp Several Key Concepts

•	 Neural Networks: Deep learning is built on neural networks. They 
are made up of layers of neurons, which are interconnected nodes. 
Each neuron takes in information, uses an activation function and 
sends the output to the layer below. An input layer, one or more hid-
den layers and an output layer are possible in neural networks. The 
data can be represented in progressively more complicated ways 
thanks to the hidden layers.

•	 Activation Functions: The neural network can simulate intricate 
interactions between inputs and outputs thanks to the non-lineari-
ties introduced by activation functions. The sigmoid, tanh and ReLU 
(rectified linear unit) activation functions are frequently used. They 
use a neuron’s input to determine its output value.

•	 Backpropagation: Deep neural networks are trained using the core 
algorithm of backpropagation. It involves propagating mistakes 
backwards from the output layer to the input layer to iteratively 
change the network weights. Backpropagation enhances the per-
formance of the network by minimizing the discrepancy between 
expected and actual outputs.
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•	 Deep Neural Networks: Deep neural networks may learn hierarchi-
cal data representations since they have several hidden layers. From 
the input data, each layer pulls features that are more and more 
abstract. The depth of the network makes it suitable for handling 
high-dimensional and unstructured data since it enables the learn-
ing of complicated patterns and complex relationships.

•	 Deep Learning Architectures: Different deep learning archi-
tectures have been created to handle various data and task types. 
Convolutional neural networks (CNNs) and recurrent neural net-
works (RNNs) make use of spatial correlations and temporal correla-
tions respectively to analyze image and video and sequential textual 
data.

•	 Deep Neural Networks: The underlying innovation of deep learn-
ing is deep neural networks. They are composed of interconnected 
neurons or hubs organized in layers. Every neuron learns, actuates it 
and afterwards sends its result to the layer underneath. Deep neural 
networks can learn progressive information representation, which 
empowers them to perceive unpredictable patterns and connections.

•	 Feedforward Networks: It is also called multilayer perceptrons 
(MLPs), and can be considered as the most basic type of deep neural 
network. They comprise a hidden layer or layers, an output layer and 
an input layer. Data goes in a unidirectional manner from the input 
layer through the hidden layers to the output layer.

•	 Convolutional Neural Networks (CNNs): CNNs were created 
with the sole purpose of processing grid-like input, such as pho-
tos and movies. They make use of the idea of convolution, which 
entails applying a group of teachable filters on the incoming data. 
Convolutional layers are used by CNNs for feature extraction, and 
pooling layers are used for downsampling and lowering the number 
of spatial dimensions. After that, fully linked layers for classification 
or regression receive the collected features. In applications including 
image classification, object identification and image segmentation, 
CNNs have displayed excellent performance [28].

•	 Recurrent Neural Networks (RNNs): To handle issues such as 
time series, sequential data, speech and text, recurrent neural net-
works (RNNs) were developed. RNNs, as opposed to feedforward 
networks, have recurrent connections that enable data to remain 
and be processed throughout time steps. RNNs can detect tempo-
ral dependencies in the data as a result. An RNN uses its hidden 
state as input and memory at each time step, which affects predic-
tions made later. These two well-liked RNN variations, long short-
term memory (LSTM) and gated recurrent unit (GRU) help to solve 
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the vanishing gradient issue and make it easier to learn long-term 
dependencies [28].

•	 Deep Belief Networks (DBNs): A class of generative models known 
as deep belief networks (DBNs) consists of numerous layers of sto-
chastic binary units. Using a method known as restricted Boltzmann 
machines (RBMs), DBNs are trained in an unsupervised way. The 
deep belief networks when trained can generate new samples, which 
resemble the training data set. DBN models can be widely used for 
dimensionality reduction, collaborative filtering and generative 
modelling [28].

Deep Neural Networks for Classification and Regression

Deep learning has proven to be an exceptionally well-performing model for 
recognizing complex correlations, capturing hierarchical representations 
and in number of categorization or classification tasks. Let us see how deep 
learning models work in three important classification tasks: sentiment anal-
ysis, text categorization, and image identification:

•	 Deep Learning for Image Recognition: Image recognition through 
deep learning models is a challenging task involving classifying pat-
terns, and object or facial identification from a photograph or any 
form of visual data. However deep learning models such as convo-
lutional neural networks (CNNs), capable of mining out important 
features from raw pixel data have powered the image recognition 
abilities tremendously. Pre-trained CNN models use their multiple 
interconnected layers, and pooling layers to extract the local features 
and patterns for obtaining high accuracy in recognising images and 
object identification from new datasets [29].

•	 Deep Learning for Text Categorization: Text classification involves 
characterizing text-based data into predetermined groups, such as 
papers or articles. Recurrent neural networks (RNNs) and trans-
former models have been found to be particularly promising with 
their applications in text categorization. RNNs are able to explore 
and establish contextual relevance and sequence of information in 
the given data so the RNN models can easily carry out document 
classification, sentiment analysis and topic modelling. Similarly, 
having trained on extensive textual data and by implementing self-
attention methods, transformer models such as BERT (bidirectional 
encoder representation from transformers), have proved to be a valu-
able tool in natural language processing [29].
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•	 Deep Learning for Sentiment Analysis: The objective of sentimen-
tal analysis is to recognize the emotion or polarity communicated 
in text, for example, whether it is positive or favourable, or negative 
or against or neutral or impartial. By gathering the semantic and 
context-oriented subtleties in the message, deep learning approaches 
have shown to be capable of sentimental analysis. Sentimental anal-
ysis tasks are effectively performed by recurrent neural networks 
(RNNs) and convolutional neural networks (CNNs). While RNN 
models such as LSTM and DRU excel in modelling the sequence of 
information in data and long-term contextual information, the CNN 
models equipped with recognizing local patterns and features per-
form well with the textual data comprising syntactic and composi-
tional data [29].

Introduction to Deep Neural Network Architectures
The deep learning model of machine learning is built on deep neural network 
topologies. The deep neural network helps the model to identify complex pat-
terns and intricate correlations within the data. Let us briefly discuss two of 
the most important deep neural network architectural models: (i) multi-layer 
perceptrons (MLPs) and (ii) convolutional neural networks (CNNs). While 
CNNs are explicitly intended for handling network-like information, mak-
ing them especially useful for image classification tasks, MLPs succeed at 
distinguishing intricate non-linear relationships [30].

	 (i)	 Multi-Layer Perceptrons (MLPs): Multi-layer perceptrons (MLP), 
as the name suggests, are made up of multiple layers of neurons, each 
interconnected with its preceding and succeeding layer of neurons. 
The first layer represents the ‘input layer’, which is passed through 
several intermediary layers known as ‘hidden layers’ and finally the 
last layer which is referred to as ‘output layer’. Due to this intercon-
nectivity for processing the input data, it is also known as a feedfor-
ward neural network as each neuronal layer provides an activation 
function and passes on the output to the subsequent layer in the 
channel. The multiple layers of neurons are able to recognise even 
the non-linear correlations from the input data through progres-
sive learning and thus are useful in handling data requiring com-
plex decision-making and classification. MLPs are ordinarily trained 
through backpropagation, a technique for modifying the network’s 
weights in view of the error occurring between expected and noticed 
results [31].

	 (ii)	 Convolutional Neural Networks (CNNs): Convolutional neu-
ral networks (CNNs) were made with the sole reason of handling 
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frameworks such as information, for example, photographs and 
movies. Convolution is a method utilized by CNNs, and it involves 
applying a progression of channels which can be trained to the infor-
mation or input data. A strategy known as pooling is utilized to con-
solidate the results of the channels, which limits the spatial aspects 
while holding the main data. The channels or filters are premedi-
tated to capture the local features and patterns such as surface tex-
ture and edge patterns, etc. Multiple pooling layers are an important 
characteristic of CNN models. The CNN models capture hierarchi-
cal depictions of data to extract the relevant features from the input 
data while the pooling layers downsample the feature maps, thereby 
reducing the computational load but still safeguarding the vital 
information within the data. All these retrieved features are then 
cumulatively processed through all the associated layers of CNN to 
make the final prediction [32]. CNNs are especially useful in classi-
fying images, visual data, image recognition tasks, facial identifica-
tion in forensics and object detection tasks for general and forensic 
applications owing to their ability to capture and work with local 
and spatial patterns and ability to take advantage of translational 
invariance and hierarchical structure.

Introduction to Regression Problems in Deep Learning
Regression analysis is based on a statistical approach to gauge the correlation 
between a dependent and independent variable to make predictions based on 
the various regression models. Regression problems focus on making predic-
tions regarding continuous variables and recognizing the relationships and 
patterns within the data through deep learning techniques. Let us examine 
the application of deep learning models in forecasting continuous variable 
and time series:

•	 Deep Learning for Predicting Continuous Variables: Regression 
problems make use of deep learning models such as multi-layer per-
ceptrons (MLPs) and variants of recurrent neural networks (RNNs), 
to gain effectiveness in predicting the continuous variables. The 
model can be trained on labelled data for the expected outcome. The 
MLPs can be modified by changing the output layer to have a single 
neuron without an activation function for applying it in regression 
challenges. The ability of MLPs to capture non-linear relationships 
between the input data and the target variable makes MLPs particu-
larly useful in regression analysis when the relationship between the 
two is complex and non-linear [33, 34]. RNNs can be used for time-
dependent regression tasks and are effective for modelling sequential 
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data, such as long short-term memory (LSTM) and gated recurrent 
unit (GRU).

•	 Deep Learning for Time Series Forecasting: Historical data points 
help in predicting forthcoming values pertaining to time series fore-
casting. Deep learning models such as RNNs and their types such as 
LSTM and GRU perform well in predicting time series. RNNs are 
good at recognizing temporal linkages and patterns in time series 
data. The problem of vanishing gradients is resolved by the LSTM 
and GRU RNN variations, enabling the learning of long-term rela-
tionships in time series data [35].

Deep Reinforcement Learning:
Deep Reinforcement Learning (DRL) is a very powerful AI-based tool which 
combines two very potent fields—the deep neural network and the reinforce-
ment learning. This model consists of several important elements:

•	 State Representation: DRL models characteristically process the 
unencoded or encoded data from the environment and represent its 
current state.

•	 Action Selection: Depending upon the current state, the model 
decides action using a policy network which correlates states to 
probable actions.

•	 Value Estimation: Value networks are used by deep RL agents to 
calculate the worth of being in a certain state or taking a certain 
action.

•	 Experience Replay: The DRL technique learns more effectively 
through experience replay. Such experiential learning helps the 
model to make better choices and decisions.

•	 Deep Q-Networks (DQNs): DQNs constitute a sub-category of deep 
reinforcement learning (DRL). This utilizes a deep neural network to 
make an approximation of the action-value function Q (s, a), which 
is the fundamental idea behind DQNs. The Q-network receives the 
current state and outputs the Q-values for every possible course of 
action. The agent chooses actions based on the Q-values and itera-
tively changes the Q-network to improve performance [36].

•	 Deep Generative Models: These models allow for the synthesis of 
new examples and the development of fresh samples that mimic the 
training data. Deep generative models’ capacity to produce realistic 
and varied samples across a range of domains, including images, text 
and audio, has attracted a lot of attention [36].

•	 Variational Autoencoders (VAEs): One kind of deep generative 
model that combines concepts from variational inference with 
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autoencoders is called a variational autoencoder (VAE). To encour-
age the encoder to create latent representations that adhere to a par-
ticular distribution, usually a Gaussian distribution, VAEs during 
training optimize a loss function [37]. VAEs have been effectively 
used in a variety of fields, such as molecular design, text production 
and the creation of images, and they offer a strong foundation for 
understanding complex data distributions.

•	 Generative Adversarial Networks (GANs): A generative adversarial 
network is a type of deep generative model having two networks—a 
generator network and a discriminator network, which together play 
an adversarial game. The discriminator network attempts to distin-
guish precisely between genuine data and created samples. The gen-
erator unit keeps on creating samples that very closely resemble the 
genuine data so that it goes unnoticed. This adversarial training pro-
cess augments the learning process of the model so that it can create 
top-quality samples based on the training data [38]. GAN models 
have been very successful in creating highly realistic images, closely 
resembling human faces and artistic works.

•	 Flow-Based Models: As the name indicates flow-based models are 
based on the concept of flow. The data in this model is changed 
through a series of invertible mapping to facilitate accurate calcula-
tion of sample likelihood. These are deep generative models which 
have several applications such as anomaly detection, density estima-
tion and image production [39].

•	 Semantic Indexing: Semantic indexing deals with the automatic 
extraction of important or meaningful data from within the volumi-
nous unstructured data. It can be carried out with the help of deep 
learning–based ML models such as CNN and RNN.

•	 Discriminative Tasks and Semantic Tagging: Discriminative task 
deals with extracting any specific information which is possible as 
information is classified and stored in groups based on semantic 
tagging, etc. Text categorization, sentiment analysis, and named 
entity recognition (NER) are a few typical examples of discrimina-
tive tasks [39].

•	 Sentiment Analysis: Sentiment analysis helps in determining the 
sentiment of any text information. It may be a letter, a social media 
post or any such thing. The emotion or sentiment of the text is clas-
sified as positive, negative or neutral. This method can be extremely 
beneficial for business houses in analyzing customer feedback, brand 
progression, etc. In elections, public sentiments at large can be deter-
mined. For sentiment analysis, machine-learning methods such as 
supervised learning using labelled data, support vector machines 
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(SVMs), recurrent neural networks (RNNs) and transformer-based 
models are frequently utilized [39].

•	 Named Entity Recognition (NER): Recognition and classifica-
tion of names of individuals, organizations, objects, places, dates, 
etc., within a text is called ‘named entity recognition’ (NER). ML 
techniques such as conditional random fields (CRFs), bidirectional 
LSTM-CRFs and transformer-based models are the most commonly 
used models for NER which performs information retrieval, ques-
tion-answering, as well as text summarization [40].

•	 Text Categorization: Text categorization, also known as text clas-
sification is the method of organizing text information into separate 
groups. Text classification is crucial for content organization, infor-
mation retrieval and prediction systems. Naive Bayes, support vector 
machines (SVMs) and deep learning models such as convolutional 
neural networks (CNNs) and transformer-based models are com-
mon ML models used for text categorization [41].

Introduction to Semantic Tagging and Understanding
Semantic tagging and understanding refers to the attaching of some kind of 
tag or label to the input textual information and mining out some insight-
ful message from it. This enables the ML models to comprehend the textual 
information better and also to organize, index and analyze the text data. 
Semantic tagging and understanding applications can facilitate better infor-
mation retrieval processes and natural language processing of data. This has 
several applications, some of which are: (i) named entity recognition (NER), 
(ii) part-of-apeech (POS) tagging by giving words in a sentence grammatical 
label, such as nouns, verbs, adjectives, etc., (iii) sentiment analysis, (iv) topic 
modelling and (v) question-answering. The two most powerful methods of 
semantic tagging and understanding are: Word2Vec and long short-term 
memory (LSTM) networks. The effectiveness of ML applications in all these 
text analysis-based applications is improved collectively by Word2Vec and 
LSTM networks.

•	 Word2Vec: Word2Vec helps to learn word embeddings, thereby 
helping in semantic tagging and understanding. This method treats 
words as dense vector representations in a continuous space and thus 
makes it feasible to understand the semantic correlation between 
the words and similarity indexing. The continuous bag-of-words 
(CBOW) and skip-gram architectures of Word2Vec help train the 
model to expect and recognize closely related words when applied to 
new input data of similar context words. Thus, tasks such as semantic 
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tagging, word similarity or analogies can be performed with the help 
of these models [42].

•	 Long Short-Term Memory (LSTM) Networks: RNN models of 
the LSTM type are able to correlate data sequences bearing distant 
relationships or linkage. LSTM models are functionally powered to 
explore the context of the information even distantly placed to estab-
lish the linkage and thus find a good amount of application in named 
entity identification, text classification and semantic tagging. LSTMs 
have demonstrated a history of performing well in discovering the 
semantic structure of textual information because they integrate 
and apply memory cells with gating mechanisms to select, store and 
retrieve any relevant information [42].

Predictive Modelling

Predictive modelling is a powerful tool and outcome of big data analytics 
wherein past data, patterns and trends are analyzed to make future trend 
predictions or projections. Mathematical models and algorithms are created 
to draw inferences from past actions or data and analyze them to forecast 
future actions, behaviours or probable events. A massive amount of data is 
being analyzed through a machine-learning approach to make credible pre-
dictions by predictive modelling [43]. The business houses benefit immensely 
from the predictive modelling in making advantageous decisions such as 
enhanced decision-making, improved efficiency and performance, improved 
personalized experiences for consumers, fraud detection and risk manage-
ment, healthcare and medical applications, etc.

Natural Language Processing

Natural language processing (NLP) has revolutionized ML-based big data 
analysis of voluminous textual data and comprehension. Transformers and 
attention mechanisms are popular deep learning models which enable nat-
ural language processing when it comes to big data analysis. Both models 
enhance the NLP task with respect to its performance, scalability and lan-
guage comprehension capabilities.

•	 Transformers: Transformers are powerful deep learning models 
capable of handling sequential text data in natural languages. While 
the recurrent neural networks (RNNs) process the text information 
in a sequential manner, the transformers allow parallel processing 
of the complete text input sequence. They employ a self-attention 
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mechanism for processing the textual information and very inno-
vatively are also able to establish contextual relationships between 
words or phrases. The interdependencies and interactions of each 
word with the rest of the text data in sequence are analyzed to find 
the contextual link. One of the finest transformer-based models is 
‘BERT’ (bidirectional encoder representations from transformers) 
which excels in sentiment analysis, item identification, question-
answering and machine translation [44].

•	 Attention Mechanisms: Attention mechanisms facilitate extraction 
of textual data which serves the purpose based on relevance in the 
context to produce accurate predictions. The NLP task performance 
is tremendously improved with the attention mechanism and has 
also proved to be effective in the implementation of projects such as 
machine translation, which harnesses the capability of the attention 
mechanism in dealing with particular words in the source language 
to yield accurate translations [45].

Image and Video Analysis

Due to a number of tech-enabled factors such as the widespread availabil-
ity of cameras, portable imaging devices, surveillance devices, autonomous 
smart devices, etc, the volume of images and videos has seen an exponential 
rise. If the past and present trends are any indication, this volume and veloc-
ity of image and video accumulation will further multiply manifolds. These 
images and videos contain very important information calling for their anal-
ysis for application in several fields be it e-commerce, healthcare, the tourism 
industry or law enforcement. Traditional computing systems encountered 
challenges while dealing with such image and video datasets as they relied 
on manually created features and rule-based algorithms [45]. The deep learn-
ing models are best suited for big data analysis concerning image and video 
as data. Deep learning models are extremely powerful tools with an inbuilt 
capacity to learn automatically the hierarchical representations right from 
the raw pixel data, which constitutes the visual data. Deep learning models 
are able to automatically extract complex and intangible information from 
the input visual data and thus the analysis is more trustworthy and reliable.

Deep learning models such as convolutional neural networks (CNNs) 
have demonstrated much better performance in image analysis such as image 
categorisation, picture segmentation, image synthesis and object identifica-
tion. CNNs work on local spatial features to learn the distinctive character-
istics of types, margins and textures. CNNs with stacking layers can learn 
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easily even the most complex and intricate visual data resulting in higher 
accuracy in identification.

Videos with a longer duration of time component are more difficult to 
analyze. However, deep learning models such as recurrent neural networks 
(RNNs) and long short-term memory (LSTM) networks are capable of iden-
tifying temporal relationships between the video data and analyzing it [45]. 
These models are particularly useful and suitable for analysis of data or clips 
of CCTV surveillance and in video summarization owing to their capabil-
ity of accurate object identification, identifying movements and forecasting 
subsequent frames.

The advancement in ML has made it possible to create fully realistic 
images and synthesize video through generative modelling of deep learning 
models. Generative adversarial networks (GANs) and variational autoencod-
ers (VAEs) are known to create real-looking pictorial and video clips closely 
resembling as genuine visual data. These models find wide applications in the 
field of visual or graphical content creation, preparing creative art forms, etc.

Anomaly Detection

Big data analytics heavily relies on anomaly detection since it identi-
fies trends or instances that dramatically vary from expected behaviour. 
Anomaly detection becomes much more crucial in the context of big data, 
as enormous amounts of different data are produced, for a variety of reasons. 
First of all, big data analytics works with a variety of data sources and types, 
such as structured, unstructured and semi-structured data. Whether they 
are numerical values, textual data, network traffic, sensor readings or mul-
timedia content, anomaly detection algorithms assist in finding anomalies 
across diverse data kinds [46].

Anomaly detection can also automatically point out systemic failures, 
cybersecurity infringement or breach, different types of fraud, equipment 
failure or any other critical malfunctioning. Big data analysis can mine out 
data of interest, critical to decision-making, from large chunks of noise, 
resulting in enhanced operational efficiency, reduced risk and detection of 
abnormalities and outliers which is normally not possible through routine 
statistical techniques [46].

Incremental Learning for Non-Stationary Data

Non-stationary data changing data or dynamic data presents a different set 
of challenges in big data analytics. In order to handle such dynamic data, 
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adaptive procedures, known as idea drift, such as online learning, concept 
drift detection and adaptive learning rates, should be used [47].

Online learning offers real-time learning opportunities for training the 
model. It is also referred to as incremental learning or streaming learning. 
This learning mode continuously updates the model due to a constant inflow 
of new. The online learning method trains the model’s parameters as per new 
input data on an incremental basis to accordingly improve the output. This 
incremental learning allows the model to stay updated as it keeps on train-
ing itself on the most recent patterns and progressively most recent data sets.

The phenomenon of change in the data distribution owing to changes in 
statistical features of the data over time is known as ‘concept drift’. Changes 
in user preferences, seasonal variations or environmental changes, etc., can 
lead to concept drift in big data analytics. Taking this into account, it is 
imperative that concept drift detection is essentially applied to ensure that 
the model remains accurate and the output trustworthy. The concept drift 
detection methods use a wide range of techniques. Some of the popular ones 
include: sliding window methods, ensemble methods, online change detec-
tion algorithms and statistical tests such as the Kolmogorov–Smirnov test 
and the CUSUM test.

The data stream may have different properties at different times and 
thus the learning parameter needs to be adjusted accordingly. Thus, adaptive 
learning rates are very important from a model training perspective. It shall 
ensure that the learning rate is modified dynamically as a function of data 
streaming and the model is updated appropriately. The AdaGrad algorithm is 
one such algorithm which allows for adjustment of the learning rate for each 
parameter depending on the previous gradient information.

Multi-Dimensional Data

Multi-dimensional data exhibiting a lot of variables and features can be chal-
lenging to analyze. The challenges can be in the form of increased compu-
tational complexity, overfitting and poor interpretability. Any of these can 
substantially impact the efficiency or outcome of the ML model. However, 
these can be tackled by certain methods such as feature selection, reducing 
dimensionality and regularisation.[47].

•	 Feature Selection: Through the feature selection method, features 
of relevance or interest are only selected and the rest are elimi-
nated out of a multi-dimensional dataset. This is achieved through 
three approaches: filter methods, wrapper methods and embedded 
methods. In the filter method, features are chosen based on their 
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relevance and predictive ability which can be derived from statistical 
outputs of correlation or other statistical coefficients which measure 
its applicability in a particular context. The wrapper method selects 
the relevant features by approaching the process as a search prob-
lem and employing the algorithm as a ‘black box’. Embedded meth-
ods make use of regularization methods such as L1 regularisation 
(Lasso), which results in automatic feature selection.

•	 Dimensionality Reduction: This is another method to control or 
reduce certain unwanted dimensions of any data for targeted pro-
cessing and outcome. There can be two kinds of approaches to 
dimensionality reduction—linear methods and non-linear methods. 
The linear method performs dimensionality reduction by determin-
ing the variance and principal component analysis (PCA). The non-
linear relationships in the data can be retrieved and the unwanted 
dimensionality reduced through non-linear techniques such as 
t-SNE (t-distributed stochastic neighbour embedding) and UMAP 
(uniform manifold approximation and projection).

•	 Regularization: The regularization technique helps to reduce the 
complexity and overcrowding of data by training the model to apply 
penalty terms during training when the model becomes too complex 
or fits the data too closely. These are achieved by L1 regularization 
(Lasso), and L2 regularization (Ridge).

Large-Scale Models

Implementation of large-scale deep learning models in big data analytics 
requires addressing several important issues and challenges as discussed 
below:

•	 Computational Complexity: The computational complexity 
involved in training massively scalable deep learning models is one 
of the main obstacles. Deep neural networks have a huge number of 
layers and millions or even billions of parameters, making training 
them extremely computationally intensive. Big data processing and 
analysis can be very resource-intensive, necessitating high-perfor-
mance computing infrastructure, such as GPUs or distributed com-
puting systems, to meet the computational demands [48].

•	 Scalability: When working with big data analytics and extensive 
deep learning models, scalability is a major difficulty. It becomes 
increasingly important to build systems that can manage the 
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scalability requirements as the volume, velocity and variety of data 
increase. Effective data storage and retrieval systems coupled with 
distributed processing frameworks and parallel computing methods 
can help in training deep learning models on large data sets thereby 
enabling the model to handle large amounts of complex data. [48].

•	 Data Availability and Preprocessing: Large volumes of good train-
ing data are essential for the success of deep learning models. But 
gathering, prepping and preprocessing huge amounts of data for 
deep learning may be a difficult proposition and may include data 
gathering, data cleaning, noise reduction and control, missing val-
ues, stitching data sources variability, data quality and consistency, 
etc. Storage of huge data and their accessibility may also pose dif-
ficulties [48].

•	 Model Interpretability: To overcome the difficulty of model inter-
pretability in the context of big data, it is necessary to build methods 
and tools for deriving insightful justifications and knowledge from 
sizable deep-learning models [48].

•	 Deployment and Real-Time Processing: It can be difficult to deploy 
a deep learning model for real-time processing and inference in big 
data analytics after it has been trained. Large amounts of data must 
be processed in real-time, including streaming data and applications 
that must be responsive. To do this, effective deployment mecha-
nisms, low-latency systems, and optimized inference pipelines 
are needed. Large-scale deep learning model deployment on edge 
devices or in contexts with limited resources also increases deploy-
ment difficulties [48].

•	 Model Updates and Adaptability: Big data analytics frequently 
work with dynamic and changing data, necessitating the ability to 
adapt and update models over time. Model retraining, incremental 
learning and sustaining performance and accuracy over time are 
problems posed by incorporating new data, managing idea drift and 
adjusting the taught models to emerging patterns.

The above challenges require a multipronged approach integrating deep 
learning knowledge, management of voluminous data, distributed comput-
ing and system optimization. The advancements happening across hardware 
infrastructure, data pre-treatment methods and distributed computer net-
works, along with others offer potential solutions to these problems.

The training and deployment of large-scale deep learning models is a 
challenge. However, it can be overcome with distributed computing plat-
forms. A distributed computing platform as the name suggests distributes 
or spreads the computational workload between several devices leading to 
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efficient management and processing of big data. There are two very popu-
lar distributed computing frameworks widely used for big data analytics: (i) 
Apache Spark and (ii) TensorFlow’s distributed mode.

Apache Spark provides a unified analytics engine along with a free and 
open-source distributed computing framework, which helps in managing a 
large amount of data. The TensorFlow is also an open-source deep learn-
ing computing framework which provides a distributed mode that enables 
processing and managing the voluminous data. Both these open-source sys-
tems have suitable architecture and provide scalable solutions coupled with 
distributed computing networks for handling large amounts of data and its 
computational needs [49].

Conclusion and Future Scope

The application of machine learning (ML) for big data analysis has a promis-
ing future and potential for growth and innovation. There is always a scope 
for further improvement and augmentation in the technology for tackling 
emerging and complicated issues pertaining to big data analytics. Big data is 
capable of providing useful insights for decision making and thus ML-based 
approaches shall hold the key for effective big data analysis. With the pas-
sage of time and further constant evolution of technology, the growing need 
and demands including transparency and trust shall be taken care of by new 
ML models. Deep learning techniques are capable of creating better models 
and architectures which can proficiently take up complicated data and its 
analysis. Transfer learning and pre-trained models can boost the speed of 
the analysis. Federated learning models can work effectively with distrib-
uted data sources. Automated machine learning (AutoML) approaches shall 
ensure automated learning at several points including model deployment 
which in turn will enhance the ease of usage for ordinary untrained people 
and thus expand the user base resorting to using ML-based methods for big 
data analysis. For the purpose of highly dynamic industries, modified ML 
algorithms would be handling big data for almost real-time analytics allow-
ing quick decision-making. Integration of ML technologies with other high-
end emerging technologies such as edge computing, blockchain, augmented 
reality (AR) and the Internet of Things (IoT) will further bolster the speed 
and accuracy of big data analytics.

There will be an emphasis on developing ML models and algorithms 
which are more user-friendly, less technical and easy to understand, learn 
and interpret. In such a scenario, more users will use it, trust it and can com-
prehend the decision-making process facilitated by the ML technique. The 
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near future will witness prominence being attached to developing ML mod-
els and frameworks where the biases are lessened and ethical considerations 
are given due importance.

The ML procedures should adopt and ensure fairness, ethics, account-
ability, transparency and judiciousness while analysing big and voluminous 
data. Each domain, such as banking, energy, healthcare, transportation, 
smart administration as well as forensics, shall benefit from domain-specific 
ML-based applications to transform the normal operations in these indus-
tries. ML can also be extremely useful in carrying out research in the areas 
of big data and can bring about breakthroughs and newer developments. 
Thus, ML shall continue to evolve and impact the future of big data analysis 
through research and innovation for the advantage of all human enterprises 
and society at large.
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