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Preface

Computers are thinking and learning these days, and we need to use them 
to our advantage for achieving scientific endeavors. Research scholars have 
used computers to facilitate chemical synthesis design as the earliest research 
initiatives with the help of artificial intelligence (AI), and the outcomes of 
their research were instrumental in the development of chemical-based 
software in the later stage.

Scientific tools are getting more and more advanced and sophisticated. 
Artificial intelligence (AI) has made its way into the laboratory, where it 
holds a key role in practicing science. Various powerful techniques that 
mimic human thought and reasoning fall within the purview of artificial 
intelligence, making it one of the most fascinating and exciting sciences. 
However, many challenges are in the way as well, such as the complex and 
intractable nature of problems and the limitations of using conventional 
methods as solutions. On the other hand, unlike conventional methods, 
artificial intelligence methods can be more accurate if machine learning 
algorithms are trained with reliable datasets having broad statistical distribu-
tion to solve problems that are otherwise difficult to solve accurately.

Such innovative intelligent techniques have broadened the horizons 
of power scientists not only in daily routine but more importantly for 
laying down scientific theories and understanding. This book provides a 
mathematical and non-mathematical application of Artificial Intelligence in 
chemical sciences.

Chemists are increasingly using artificial intelligence (AI) for diversified 
applications viz. molecule design, retrosynthesis, reaction outcome predic-
tion, as well as drug discovery. Historically, the application of AI in chemistry 
has been primarily focused on accelerating drug discovery and minimizing 
the enormous production cost and discovery-to-market time frame. AI has 
made assisted tremendously in accelerating drug discovery and in the field 
of R&D thus far. However, the use of AI in chemistry is not confined to just 
drug development but it can also help chemists in pursuing their research 
expeditiously and creatively.

This book covers a host of aspects like design and identification of the 
right molecules as precursors, following and predicting kinetics and thermo-
dynamics of reactions, predicting yield or atom economy, enhancing recovery 
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or process efficiency, optimizing process conditions, identifying right path-
ways, designing new pathways, etc., providing a conceptual understanding of 
the subject of chemintelligence.

The topics embodied within the scope of chemintelligence include: use 
of reasoning, designing pathways or routes, planning chemical synthesis 
with computers, representation of molecular structures, searching structure, 
substructure, and superstructure, predicting aromaticity and stereochemistry, 
toxicity, metabolism, biodegradability, application of knowledge-based 
expert systems for prediction in chemistry, application of AI in fault detection 
in process plants, advanced process control, design of catalysts and catalytic 
reactors, predicting physical properties and hydrodynamics of multi-phase 
reactors. The use of computational modeling is demonstrated as an advantage 
in addressing the problems and predictive analysis of toxicity, biodegrad-
ability, reaction kinetics, etc. paving the way for furthering research in the 
area of chemintelligence.

This book is divided into three parts. Part I is devoted to AI in chemical 
sciences for designing synthetic pathways, tools, and techniques and contains 
four chapters. Chapter 1 discusses the general applications of AI in chemical 
sciences and a few representative case studies in brief. Chapter 2 deliber-
ates on the role of computer-aided techniques in designing and synthesizing 
drugs. Chapter 3 elaborates on the use of computational techniques and tools 
in planning for organic synthesis while Chapter 4 gives an account of the 
application of artificial intelligence-based technologies in patent filing in 
chemical and pharmaceutical sciences.

Part II demonstrates the application of computational tools, AI, and ML for 
predicting toxicity and biodegradation. It contains seven chapters. Chapter 5 
provides an overview of the application of machine learning tools for toxicity 
prediction. Chapter 6 presents the way machine learning algorithms are used 
in predicting the toxicity of chemicals. Chapter 7 examines the use of AI 
in predicting drug metabolism. Chapter 8 elicits the exploration of a range 
of computational approaches in the prediction of toxicity. Chapter 9 sheds 
light on the navigation of AI and ML-based models in forecasting toxicity 
beforehand. Chapter 10 examines the role of AI-based models in predicting 
biodegradation of materials. Chapter 11 throws light on the application of 
computational techniques in the prediction of biodegradation.

Part III is dedicated to the application of expert systems and AI in appli-
cations such as fault diagnosis, structure representation, and determination 
of physical properties of materials. It has four topics. Chapter 12 sheds light 
on the potential knowledge-based expert systems hold in predicting various 



Preface	 xvii

properties of materials used in chemistry in particular. Chapter 13 dwells 
upon the application of AI in diagnosing and analyzing faults observed in 
chemical plants. Chapter 14 takes an overview of various structure represen-
tation techniques and their applications in the cheminformatics domain while 
the concluding Chapter 15 unravels the adoption of artificial intelligence 
and machine learning in order to predict physical properties of chemistry, 
particularly in chemistry and drug discovery-related applications.

The book will be valuable to academicians, researchers, and students in 
enriching their knowledge base and furthering their research initiatives.
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CHAPTER 1

ABSTRACT

A major constraint of conventional approaches is finding solutions to chemical 
engineering problems because of the nonlinearity and complexity of chemical 
processes. Artificial intelligence (AI) tools, however, have made the task 
quite easy and meaningful in application, design, generalization, robustness, 
and dynamism. AI covers a host of branches, such as ANN, FL, GA, expert 
systems, and hybrid systems, etc. They find extensive use in a myriad of 
applications in the chemical engineering domain, namely, modeling, control-
ling processes, classifying, detecting faults, and diagnosing, etc. A review of 
the prowess of AI and its future prospects is taken on numerous chemical 
engineering fronts in the chapter.

1.1 INTRODUCTION

Artificial intelligence (AI) has been finding widespread applications across 
chemical sciences and engineering and are gaining momentum over the 
time such as process modeling, optimization, control, fault detection and 
diagnosis, etc. AI strategy emphasizes upon artificial neural network (ANN), 
and fuzzy logic (FL) techniques for furthering its capabilities. However, AI 
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has its own limitations. Conventional approaches are complex and nonlinear 
in chemical reactions that can be dealt with the use of AI.

1.2 AI FOR PROCESS MODELING

Models for chemical processes refer to the system behavior and find use in 
various applications in chemical sciences, right from researching, designing 
to optimizing and controlling the plant operations [1]. A simplified AI model 
is as shown in Figure 1.1.

FIGURE 1.1  Simplified AI model.

In general modeling approaches are of two types in chemical sciences, 
i.e., mechanistic (white box), ANN and FL. Former technique involves 
fundamentals like law of conservations lays the foundation for the model. 
It involves use of algebraic and differential equations for balancing mass, 
energy, and momentum. However, variables governing process behavior are 
in the form of complex mathematics-based equations for chemical reactions 
characterized by nonlinearity and complexity. Therefore, it is difficult or 
impossible at times to model processes by mechanistic approaches. Although 
a model of this kind is developed, it wouldn’t be practical to solve or identify 
the process conditioners. Further, such model requires thorough knowledge 
and tremendous skills and brilliance to introduce fundamental concepts 
involved in the processes. Poor knowledge results into poor or weak model 
yielding poor results [2]. In some cases, assumptions like degeneracy in 
physical behavior, ideal behavior of gases, etc., demand normalization of 
the nonlinearity in the equations of the model, that constrains the model 
influencing the robustness of the model [3].

AI-based models proved their capability and dragged attention in 
modeling of chemical processes. Such approaches won’t ask for detailed 
knowledge of the process and therefore get over the limitations of the mecha-
nistic methods while approaching complexity and nonlinearity in systems.  
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AI-based approaches are advantageous to chemical reactions with inherent 
variables such as inactivity of catalyst in reactors which otherwise is not 
possible to be addressed by mechanistic models.

AI models chemical science applications makes use of ANN and FL quite 
commonly, integrated with evolutionary algorithms (EL) [4–7]. Moreover, 
apart from ANN and FL methods, their combination called adaptive-
network-enabled fuzzy inference system (ANFIS) has also been employed 
for modeling in chemical sciences.

Development of an AI-based model involves modeling of the system by:

•	 Defining the input/output variables;
•	 Using experimental findings or the knowledge of the system;
•	 The conditioners that govern the AI-enabled model such as the fuzzy 

sets when FL is used);
•	 Using transfer function consisting of invisible layers on using ANN;
•	 Using different variables influencing the system.

ANN architectures like multi-layer perceptron (MLP), neural network 
(NN) involve a feed-forward mechanism are quite helpful in modeling 
[8]. Recurrent ANN model maps previous inputs and outputs aiming at 
future predictions finding use in dynamic processes. Fuzzy model (FM) 
approach is of two types, i.e., Mamdani [9] and Takagi-Sugeno (TS) [10]. 
In FM uncertainties and complexities of all kinds are translated in “If-Then” 
expressions using FL theory [11]. ANN is normally looked upon as a data-
based AI-enabled models [12]. Mamdani Fuzzy varies from TS approach and 
the former is superior to latter one in terms of information and rules presented 
particularly for chemical processes. To begin with, qualitative aspects and 
knowledge about the system are incorporated in the model development [12]. 
Moreover, for the Mamdani fuzzy model to develop, data is not required. 
Therefore, a Mamdani fuzzy model encompasses intuitivism, transparency, 
and interpretability [13]. While, each TS-type model approximates locally 
and predicts only under the conditions governing the process [14]. Hence, it 
is not applicable to analyze the process behavior, not scalable and therefore 
limiting its use in industrial practices. Although Mamdani model possesses 
capabilities still it suffers from many rules in dealing with the processes 
governed by numerous variables.

Genetic algorithm (GA) is used for optimizing the efficiency of a FL-based 
model. GA helps in estimating optimized parameters like scaling [15, 16] or 
the membership functions [17, 18]. GA is applicable in reducing/selecting 
rules that show redundancy, unwanted or ill-directed [17] while tackling 
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multi-dimensional problems with too many rules which are difficult to manage. 
Designing Mamdani fuzzy and GA combined models involve following stages:

1.	 Developing preliminary form of the model using knowledge based 
on heuristics;

2.	 Tuning protocol with GA.

The schematic of algorithm of the coupled model is as shown in Figure 1.2.

FIGURE 1.2  Hybrid Mamdani fuzzy and GA model.

Development of model begins with defining the output variables 
characterizing system behavior provided input variables influencing 
identified output ones are identified too. Next, development of a primitive 
fuzzy model with fuzzy sets exhibiting the system behavior aligned with the 
expertise of the system experts. The model so developed finds use on tuning 
it up depending upon the requirements. GA is then formulated for optimizing 
the parameters, like membership function, types, etc.

1.3 AI FOR CHEMICAL PROCESS OPTIMIZATION

Optimization of chemical processes is originated from linear programming in 
1960s [19]. Liner programing problem aims at evolving at the solution which 
is best so as to optimize a given objective function. Normally, objective func-
tion may be aimed at minimizing cost and by-products or to maximize energy 
efficiency, yield, profit margins, safety, and reliability of plants. Majority of 
chemical reactions are characterized by nonlinearity and complexity, and 
gradient-driven optimization provides numerous solutions to such prob-
lems. Evolutionary algorithms (EAs) [20], harmony search [21], particle 
swarm optimization [22], etc., are some of the useful optimization tools.  
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AI-based method like generic population-driven metaheuristic optimization 
algorithm provides an optimal solution to chemical processes.

1.4 ARTIFICIAL NEURAL NETWORKS (ANN) FOR CONTROLLING 
PROCESSES

Chemical process control is brought about for enhancing the process 
efficiency, lowering down energy utilization and achieve better safety and 
ecological impact. The conventional control strategies haven’t shown any 
encouraging results in a host of industrially important chemical changes 
having more nonlinear dynamism and uncertainties, whereas, AI-based tools 
are better placed in controlling many number processes with complex and 
nonlinear dynamism [23]. Since they hold lot much of potential in dealing 
with nonlinear dynamics and self-learning capabilities, there is tremendous 
excitement and interest in the application of ANN for controlling in various 
areas like thermal changes [24], reaction kinetics [25], isolation, and refine-
ment [26, 27]. Inverse model control is an algorithm making use of NN for 
controlling processes.

ANN approach assumes that the input for NN is the desired reference 
output together with the previous input/output variables; NN is responsible 
for ensuring improved performance of the controlled variables in presence of 
unknown perturbations. The manipulated variable gives the output of the NN 
which controls the plant [23]. For a given system possessing time lag (τ), n 
and m, are orders of output and input, the inverse model is then represented 
as in Eqn. (1):

	  ( )  ( ,  ( 1 ), ,  (  ),  ( 1   ), ,  (     ))M t ysp y k y k n M k M k mτ τ= ∅ − … − − − … − − 	 (1)

where; ‘∅’ signifies function; ‘t’ is discrete time; ‘M,’ ‘y’ and ‘ysp’ signify 
output and set point controllers of plant.

Model predicts the control behavior, on acquiring present and earlier figures 
of the state variables and the previous control actions is as shown in Figure 1.3.

FL finds use in chemical process control [28–30]. Investigators use FL 
controller for optimized control of a reaction liberating energy [31], e.g., 
Polymerization in a batch process [32] and other reactions [33]. However, 
since there is a time lag in numerous industrially useful chemical reactions, 
fuzzy model predictive control (FMPC) is recommended [34, 35]. Systems 
characterized by uncertainties, opt for type-1 won’t provide solution to a 
control-based problem [36] which demands type-2 FL for chemical process 
control [38].
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Neural Network  
Inverse Control Model

Chemical 
Plant

yysp

FIGURE 1.3  Neural network inverse control model.

Hybrid controller model couples two or more AI tools so as to better 
regulate the process. Efficiency. Adaptive neuro-fuzzy inference system 
(ANFIS) model is a very well-known approach. Figure 1.4 is a ANFIS 
architecture contains five-layered feed-forward NN. It is a hybrid and smart 
system learns by itself with the help of NN through knowledge representa-
tion of the FL [39]. ANFIS system provides for an architecture containing 
five layers of feed-forward NN as below:

1.	 1st Layer: It is an input layer. Each neuron represents the parameter 
of membership function. Inputs are converted into degree values 
varying from 0 and 1.

2.	 2nd Layer: Each neuron does a connecting operation (e.g., “AND”) 
for computing firing strength of a rule.

3.	 3rd Layer: Neurons help in normalizing.
4.	 4th Layer: A product of the firing strength on normalization with the 

input’s combination (e.g., TS rule).
5.	 5th Layer: It presents the weighted average of outputs from 4th 

layer. ANFIS controls reactions in chemical plants, e.g., distillation 
columns [40], biodiesel reactors [41].
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FIGURE 1.4  ANFIS architecture for model.

1.5 AI FOR FAULTS INSPECTION

A fault refers to a deviation from observable variables that are acceptable or 
calculated parameters. A failure means variations of malfunctions in the plant 
which are attributed to instrumental errors, disruptions, and parameter uncer-
tainties in plants. The abnormal conditions lead to financial losses. Hence, 
fault detection and diagnosis have been at center stage of chemical processes 
which asked for commensurate strategies. The fault diagnostic systems ought 
to detect expeditiously, isolable, robust, and numerous fault identifiable [42].

Neural network systems (NNSs) are smart and powerful in fault diagnostic 
techniques due to their high promise in following nonlinear dynamics [43–47]. 
NNSs provide for the neuron numbers in the input/output layers resembling 
with number of variables estimated and faults likely to occur. Outputs are 
binary variables corresponding to faults (value = 1) or absence of fault 
(value = 0) [47]. Another AI-based technique is FL, which is employed in 
chemical processes for the detection of faults [48–51]. FL provides linguistic 
expressions that relate one fault to many symptoms.

NN although is a powerful technique in fault finding because of its 
capability in following the dynamism in nonlinearity without any heuristic 
knowledge. It demands huge data pertaining to many operating conditions 
wherein the impacts of numerous faults exist. While, the fuzzy diagnostic 
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tool represents heuristic reasoning between symptoms and respective faults 
like linguistic rules and doesn’t ask for any data pertaining to system back-
ground [52, 53]. The fuzzy diagnostic system is dealing with heuristic and 
reasoning-enabled rules are difficult and time taking for integrated processes 
across plants [54, 55]. Hence, neuro-fuzzy diagnostic tools are necessary in 
processes as recommended in the previous study [58].

Following are case studies of AI techniques employed to model, optimize, 
control process, detect, and diagnose fault of chemical processes.

1.6 VIRUS REMOVAL PREDICTION

Hybrid Mamdani fuzzy coupled with GA is used for prediction of removal 
of virus from water by employing microfiltration. Application of membranes 
is one of the separation techniques to remove virus for reusing municipal 
waste water. Traditional modeling is used for predicting membrane perfor-
mance is constrained by limitations like the lack of predictive abilities in 
case of fouling or complexities of property profile of the membrane surface 
and forces. Mamdani fuzzy model is optimized to predict water-borne virus 
removal [2]. GA helps in optimizing factors governing the membership 
function of model variables. It involves defining input/output variables as an 
initial step in model development. Degree of virus removed is measured as 
R and is calculated as follows in Eqn. (2):

	 % 100 (1 / )p fR C C= − 	 (2)

where; Cp and Cf represent virus concentrations in discharge and feed, 
respectively.

Concentration of virus FMD, and IBR, pressure (P), volume (V) and rpm 
(agitation velocity) are input variables. Data obtained on experimentation 
is attributed to the research work undertaken by Madaeni & Kurdian [2]. 
Variables are discrete of Gaussian-type membership function. Fuzzy inference 
system is set up using start-up fuzzy sets and fitness function is defined. Two 
factors of Gaussian membership functions covering x– and σ are derived from 
GA as shown in Eqn. (3).

	 f(x) = exp (–(x – x–/σ)2)	 (3)

The mean square error (MSE) is fitness function, expressed in Eqn. (4):

	 MSE = (ym – ye)
2	 (4)

where; ym and ye represent vectors of fuzzy model and data set, respectively.
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Genetic modification of protocols are of two types. There are some rules 
in these methods. Membership function parameters are decision variables for 
input and output variables. Thus, a variable in every rule may have different 
shape to membership function on optimization. Predictive ability of the 
model can be enhanced at the expense of lowering down the comprehension 
of the model. Other method is put into use when rules are many in number. In 
such case, each variable across rules enjoys similar shape to the membership 
function on optimization. There are some decision variables in this second 
method as against the earlier one.

All possible input variables on combination help in defining 10 rules in this 
model, and because of few rules, the first method preferred for optimization 
of parameters. Fuzzy model is designed as it is optimizable with parameters. 
Such model relies upon qualitative rules, without taking cognizance of the 
complexity and limitations of the white-box model. Fuzzy models are about 
90% accurate when compared with experimental data [2].

1.7 OXIDATIVE COUPLING OF CH4 (OCM) WITH GA

C2 (ethane + ethylene) productivity is optimized in OCM by passing methane 
over Mn/Na2WO4/SiO2 catalyst placed in a fluidized bed reactor [20]. OCM 
takes place in a set of chemical processes as proposed by Keller & Bhasinin 
in 1980 [59]. Natural gas is transformed into the products like ethylene and 
ethane in preference. The bottleneck in this process is to commercialize 
it because of poor efficiency. Many suggestions are made for improving 
the yield of C2 [60, 61]. Step-wise feeding is one of the solutions used in 
improving the C2 yield along the reactor.

It is assumed in this case that the injected gas carries O2 in each step 
while CH4 is fed at top of bed in reactor. C2 yield is enhanced by optimizing 
the process variables. Daneshpayeh et al. [63] developed kinetic model 
is employed as sub-model of a reaction. Reactor model is developed first 
following which it is solved [62]. Thereafter, with the help of GA, C2 produc-
tivity is maximized for three O2 injections. Fitness function corresponds to 
C2 yield which is expressed as in Eqn. (5):

	 YC2 = 2 × NC2/NCH4 × 100	 (5)

C2 yield is measured after giving three injections of O2 to bed in reactor. 
Decision variables are optimized for getting best possible results. The highest 
C2 yield of the order 22.9% is obtained at 746.06°C. C2 output is obtained on 
optimization using an AI-enabled model larger by 4% [61].
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1.8 GENETIC-ANFIS CONTROLLER FOR BIODIESEL REACTOR

Microchem reactor adopting microwave process technology is employed for 
production of eco-friendly product, bio-diesel. The reactor temperature is 
controlled to produce C2 yield to the maximum and to stem down the production 
of undesirable by-products. Given this purpose, Wali et al. introduced an 
AI-enabled controller by making use of genetic-ANFIS temperature control 
for biodiesel production using microwaves [41]. Microwave power supply 
is decision, reactor temperature is control and feed-flow rate is disruption 
variable. An online genetic-ANFIS controller is tested under varying operating 
conditions like set-point tracking and rejection. Controller monitoring needs 
effective maintenance of reactor temperature rapidly against adaptive control 
with no oscillations [41].

1.9 MODEL FOR DETECTION AND DIAGNOSIS OF CONCURRENT 
FAULTS

Plant-wide systems are characterized by complexity and similar symptoms 
and therefore traditional neural networks systems depending upon steady-
state characteristics-enabled data are unable to diagnose various concurrent 
faults. Tayyebi et al. recommended a novel neuromorphic diagnostic system 
relying upon augmented input possessing steady-state data in addition to 
newly defined dynamism for getting over the limitations of conventional 
systems [47]. Here, input vector of neural network is augmented diagnostic 
tool such that varying faults produce distinct symptoms. Hence, process 
track record and steady state are used to derive characteristic symptoms. 
Therefore, characteristic points in the dynamism of every variable are 
measured to differentiate and detect different faults in a unique way. 
Tennessee Eastman process (TE) which embodies numerous measure-
ments and modified variables and similar kind of faults were used plant-
wide as benchmarks. The efficiency of neuromorphic diagnostic model 
using augmented inputs, has been differentiated against the traditional 
neuromorphic diagnostic tool of which steady-state characteristic data are 
inputs. The recommended model, outperformed traditional neuromorphic 
diagnostic model for detecting numerous concurrent faults. Moreover, the 
prescribed model can appropriately detect different permutations of six 
concurrent faults. This comparative advantage of the recommended model 
is its capability to do fault diagnosis when many simultaneously occurring 
faults with semblance in their symptom surface [47].
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1.10 CHALLENGES

AI too comes across many challenges, like accountability, security, mistrust 
in technology, and movement of laborers similar to other technologies. These 
challenges need to be addressed so as to shape future of AI technology. It 
has to be ensured that the impact of AI is a positive one by dealing with 
the challenges in a proactive manner, while ensuring the opportunities keep 
coming. AI are computer systems and don’t share human values. AIs will 
never showcase human traits as long as we won’t program them to do so. 
Similarly, lawmakers have to be cautious by not making stringent rules as 
they may hamper growth of AI [64].

1.11 CONCLUSION

AI-enabled tools deal with complex problems quite effectively with greater 
accuracy than conventional tools. AI tools can embrace challenges and can be 
applied in a host of meaningful applications in the field of chemical Sciences. 
Four representative illustrations are discussed from the field of reaction 
modeling, optimization, process control, fault detection and diagnosis. AI 
techniques, tools, and technologies have been offering solutions to address 
complex nonlinear problems in a broad spectrum of frontier areas in chemical 
Engineering. AI-based models using algorithms such as FL, GA, EA, etc., 
will play a decisive role in nurturing the applications world-wide to bring 
about a substantive change in the quality of life of mankind.
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CHAPTER 2

ABSTRACT

The advancement in computing power, data aggregation, and algorithm 
development has greatly accelerated the integration of drug synthesis. This 
progress has had a substantial impact on the enhancement of therapeutic 
compound design and synthesis. In recent years, there has been a widespread 
and rapid adoption of data-driven tools that assist in computer-aided 
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synthesis, reaction prediction, and retrosynthetic analysis. These tools 
have the potential to significantly enhance the quality and speed of the 
drug development and discovery process for designed and synthesized 
molecules. In this discussion, we will explore the historical background and 
current state of computer-aided drug development, focusing on two main 
aspects: computer-aided drug synthesis route design and computer-aided 
drug design.

2.1 INTRODUCTION

The process of computer-based design involves nurturing requirements, 
synthesizing, and developing building blocks to create expressive designs 
that meet specific criteria and goals [1]. The effectiveness of this process 
depends on the identification and utilization of needs throughout the design 
phase. Occasionally, the resulting design is innovative and unique, while 
other times it follows a routine process. The field of study that focuses on 
developing principles, procedures, and tools for design synthesis supports 
the development of such solutions. However, information gaps or fixed 
mindsets can make it challenging to generate original solutions. Computer-
based design synthesis can assist in addressing this issue by providing 
designers with a wider range of possibilities, expanding the scope of 
frequently reviewed resolutions, and potentially enhancing originality. 
Additionally, computers can automate repetitive tasks involved in routine 
design, freeing up time for creative activities and contributing to error 
reduction.

The search for new breakthroughs in organic synthesis has historically 
relied on chemical intuition, which is based on experience, expertise, 
and mechanical understanding. For models that mix human intuition and 
computers, predicting the outcome of a single chemical reaction is still a 
substantial difficulty [2]. This is why gathering a substantial amount of 
empirical data is essential for optimizing organic transformations. Chemical 
synthesis is a complex and time-consuming field where even expert chemists 
often struggle to predict whether a given substrate will undergo the expected 
conversion [3, 4]. While mechanistic understanding enables reasonably 
accurate quantitative predictions of chemical reactivity, relying solely on 
chemical intuition is practically difficult due to the intricate relationship 
between structure and reactivity.
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2.2 IMPROVEMENT OF COMPUTER-AIDED SYNTHESIS 
TECHNOLOGY

Claude Shannon in 1948 published a paper that laid the basis intended for 
the fusion of data science and organic production [5]. The advancement 
of computers in predicting reactions has been greatly influenced by linear 
free energy relationships such as the Hammett and Bronsted equation [6]. 
Vladutz in 1960 documented biochemical processes on computers for future 
reference, proposing concept of computer-assisted organic combination 
through a reaction database. Subsequently, computer-controlled robots were 
employed to automate chemical reactions, enabling the high-throughput 
synthesis of peptides [7]. A groundbreaking computer-aided synthesis 
software called LHASA was developed in 1969 by Corey, Wipke, and 
others [8]. This software incorporated retrosynthetic logic and a specific 
heuristic approach. In 1970, Gelernter and colleagues devised SYNCHEM, 
a program which is synthetically designed and that utilized geometric 
theorem proving logic [9]. Peishoff et al. in the 1980 introduced CAMEO, 
a tool intended for forward-reaction retrieval then retrosynthetic analysis. 
Addressing chemical challenges through mathematical approaches, Ugi 
and collaborators introduced the DU model in 1993, which aimed toward 
define organic reactions [11]. Afterward, several collaborative efforts led 
to the development of computer-aided fusion strategy schemes such as 
EROS and AHMOS. Gasteiger et al. founded WODCA in 1995, basing 
it on the DU model [12]. With the emergence of tools like ChemDraw 
[13] and representations like SMILES [14], expressing chemical structural 
data on computers became simpler. The representation of molecular 
structures on computers made significant progress in the early 21st century. 
Enhancements were made to physical and chemical descriptors [15], 
molecular graphs [16], molecular strings [17], and molecular fingerprints 
[18], all contributing to the advancement of computer-aided fusion 
schemes. In 2016, the release of AlphaGo noticeable a milestone in artificial 
intelligence, leading to increased attention towards machine knowledge 
and deep knowledge [19]. Primary claims of computer-aided fusion tools 
must been high-fidelity reaction forecasting, automation of chemical 
reactions, and retrosynthesis of complex compounds. As processing power 
has significantly improved, automated hardware and software have become 
more sophisticated, resulting in increasingly optimized chemical synthesis 
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algorithms. Computer-aided synthesis technologies have made it possible to 
automatically design, synthesize, test, and analyze medicinal compounds.

2.3 COMPUTER-AIDED COMBINATION’S APPLICATIONS

2.3.1 RETRO SYNTHESIS ANALYSIS

To shift the focus of chemists from the process of manufacturing to the 
selection of products, computer assistance was introduced as a response to 
the formalization of retrosynthesis. The development of this field can be 
largely attributed to Gasteiger [20]. Over time, computer aided synthesis 
planning has garnered positive evaluations [21]. The term “retrosynthesis” 
was initially coined by Corey to define the approach of breaking bonds 
toward transform target molecules into simpler precursors [8]. Currently, 
there exist two distinct categories of retrosynthetic analysis systems [22]. 
One category employs specific heuristics and expert input to propose 
pathways or significant disconnections for the target compound. The 
majority of automated retrosynthetic programs heavily rely on encoded 
reaction patterns or generalized subgraph similarity criteria, which emerged 
as the first attempt at computer-assisted retrosynthetic planning [23]. When 
utilizing these template-based methods, whether derived algorithmically 
from reaction databases [24] or manually programmed, a decision must be 
made regarding the level of generalization and abstraction [25]. Various 
strategies have been employed to extract the potentially significant context 
surrounding the reaction center, including the incorporation of non-structural 
reactivity descriptors. However, there will always be a trade-off between 
specificity and coverage. These methods do not scale well for large 
pattern sets, as applying patterns incurs computational costs due to the 
subgraph isomorphism problem [24]. One approach involves a method 
that disassembles target molecules into their constituent parts, provides 
users with a suggested structure, summarizes the entire synthesis process, 
and forecasts the reaction circumstances. So, these approaches can be 
categorized in two categories: rule-based methods and rule-free methods. 
Rule-based techniques rely on establishing connections between target 
compounds and established reaction principles, enabling the generation 
of necessary intermediates or raw materials for synthesis [26]. Synthia, 
developed by Grzybowski et al., is a widely recognized rule-based tool for 
retrosynthetic analysis, manually curated by organic chemists [27]. Its library 
of reaction rules comprises tens of thousands of physically programmed 
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rules based on organic synthesis knowledge and chemists’ expertise [28].  
Alternatively, a more efficient strategy involves automatic rule extraction 
from databases, given the exponential growth of documented reactions. Coley 
[29] categorized then prioritized the reaction rubrics based on molecular 
structural resemblance among reactants and products for retrosynthetic 
analysis. Using a neural network model and the retrosynthetic analysis 
methods discussed by Law et al. [30]; and Bogevig et al. [31]; Segler and 
colleagues [32] analyzed the reaction rules. This approach was further 
enhanced by incorporating Monte Carlo tree search (MCTS) for quicker and 
additional correct retrosynthetic analysis, as proposed by Segler et al. [33]. 
To address the challenge of handling rule removal for multiple reactions 
efficiently, Baldi et al. [34] explored the concept of the reaction as an electron 
sink and electron source, and they categorized the relationships among 
reactants based on estimated molecular orbitals. In recent times, the rule-free 
technique has gained popularity for retrosynthetic analysis due to its absence 
of reaction rules. Liu and colleagues introduced the first rule-free approach 
[35], employing a sequence-to-sequence (seq2seq) model and converting 
the reaction product into the reactant using SMILES conversion. The model 
effectively intended retrosynthetic paths for 17 conjugates. Subsequently, 
Lai et al. [36] developed AutoSynRoute, a retrosynthetic route design system 
for one-step retrosynthetic analysis. They presented an end-to-end model 
that combines MCTS besides an experiential recording purpose. System 
effectively generated retrosynthetic pathways for four compounds.

2.3.2 DOCKING EXPERIMENT

To optimize the communication among a receptor and a ligand, ligand (a 
small molecule) should be securely attached to the receptor’s necessary site. 
Initially, the search focused solely on the figure, which initially accounted 
for steric considerations. To conduct more comprehensive searches 
involving electrostatic and Vander-Waals interactions with the receptor, the 
following steps can be followed: Determine the solvent accessible around 
the active site using Connelly’s method. Roll a domain with dimensions of 
solvent molecule beside surface. Create a “negative” replica of the receptor 
by utilizing spheres that complement the receptor’s surface. Calculate the 
distances between the spheres in the negative replica of the receptor. Convert 
the sphere-to-sphere distances into potential atom-to-atom distances. 
Compare the potential atom-to-atom spaces through real atom distances of 
organic conjugates in a database. Choose the ligands that exhibit the highest 
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degree of overlay for additional investigation. Conformational exploration 
and energy minimization techniques are employed toward identify the low-
energy arrangement of the ligand within the binding location. Compute the 
ligand-receptor interface dynamisms for the designated ligands [37].

2.3.3 DOCKING SOFTWARE

DOCK [37], AutoDOCK [38], GOLD [39], FlexX [40], GLIDE [41], Accelry’s 
DS-Ligand Fit [42], Fujitsu’s Scigress Explorer (formerly CaChe) [43], etc., 
are a few of the most popular docking software’s. Wild shape corresponding 
methods like DOCK and Eudock, incremental building algorithms like FlexX, 
Hammerhead, and SLIDE, tabu exploration strategies like PRO_LEADS 
besides SFDock, genetic algorithms like GOLD, AutoDock, and Gambler, 
and Monte Carlo replications are some of the algorithms utilized for docking.

2.3.4 DOCKING APPLICATIONS

Various docking claims play a crucial role in the area of structure-based 
drug strategy. These applications involve regulating the most energetically 
favorable structures within the receptor-ligand complex, exploring databases 
and ranking potential candidates, determining ligand compatibility with 
different macromolecular receptors, studying the geometric properties of 
complexes, proposing modifications to enhance the effectiveness or other 
properties of key molecules, creating libraries for further analysis, and 
calculating differential binding. Compared to conventional drug screening 
methods, structure-based drug design offers an improvement by allowing the 
development of more effective medicines that can interact with target proteins. 
By understanding the target protein in advance and gaining knowledge about 
its chemical and molecular structure, researchers at BioCryst are able to 
meticulously design therapeutic candidates atom by atom. These candidates 
are carefully placed within the active site of protein to inhibit there organic 
function [44]. These targeted tactic contrasts with the less specific random 
screening techniques traditionally used in pharmaceutical development. 
Notably, recent advancements in structure-based drug strategy need to lead 
the finding of several HIV protease inhibitors which are currently utilized 
for HIV treatment. In this approach, the target protein forms complexes 
with sophisticated lead compounds, which are synthesized and further 
refined through an iterative process. Lead compounds derived from previous 
research, including combinatorial library screening, can oblige an initial 
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point to optimize by means of structure-based drug strategy [45]. There is a 
wide range of algorithms available for evaluating and explaining interactions 
between ligands and proteins, and their numbers continue to grow. These 
algorithms vary in complexity and computing speed, providing numerous 
approaches to address the challenges of structure-based drug design [46]. 
Many established methodologies include various algorithms with innovative 
enhancements. The prediction of ligand orientation and binding affinity is a 
crucial challenge in identifying and optimizing potential drugs, assuming the 
receptor structure is known [47]. This process is generally called “molecular 
docking,” and algorithms dealing with such task require attracted significant 
consideration [48], highlighting its importance in the drug design process. 
Thanks to advancements in computer power and algorithm performance, 
the pharmaceutical industry can now perform docking simulations on 
thousands of ligands within a reasonable timeframe [48]. Although this 
field is extensive, we have made an effort to compile and categorize utmost 
significant docking methods. Examples of these techniques used in molecular 
dynamics include Monte Carlo techniques, genetic algorithms, fragment-
based techniques, point complementarity techniques, distance geometry 
techniques, tabu searches, and systematic searches [49]. Furthermore, it is 
commonly employed a computer-assisted technique [50], condensing vast 
virtual libraries of compounds into a manageable subset that potentially 
contains molecules with high binding affinities to a target receptor [51].

2.3.5 DE NOVO DESIGN METHODS AND DOCKING

The chapter presents a wide comparison between de novo design techniques 
and docking algorithms, which is a matter of debate. There is often noteworthy 
overlay in techniques among these two policies. De novo design tools such 
as MCDNLG (Monte Carlo de novo ligand generation) [52], SMOG [53], 
SPROUT [54], BUILDER [55], CONCEPTS [56], CONCERTS [57], DLD/
MCSS [58], GENSTAR [59], Group-Build [60], GROW [61], HOOK [62], 
LEGEND [63], and LUDI are utilized. Several notable accomplishments 
achieved in the area of computational drug innovation and design, including:

•	 Norfloxacin, an antibacterial medication developed by Kyorin Pharma-
ceutical using QSAR techniques.

•	 COZAAR, an antihypertensive medication developed by DuPont and 
Merck, specifically Losartan, an Angiotensin II receptor antagonist. 
It was designed through molecular modeling based on a principal 
molecule described in patent literature and QSAR [64].
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•	 The discovery of 6-fluoroquinolones, which have become an impor-
tant class of antibiotics [65].

•	 Donepezil, a medication for Alzheimer’s disease developed by Eisai. 
It was created using QSAR, molecular shape analysis, and docking 
techniques [66]. Donepezil is an acetylcholinesterase inhibitor found 
in ARICEPT.

•	 TRUSOPT, a glaucoma medication developed by Merck, containing 
the carbonic anhydrase inhibitor dorzolamide [67].

•	 CRIXIVAN, an AIDS medication developed by Merck, specifically 
Indinavir, an inhibitor of the HIV-1 protease. It was designed using X-ray 
crystallography, molecular modeling, and structure-based strategy [68].

•	 VIRACEPT, an AIDS drug developed by Lilly and Agouron, specifi-
cally Nelfinavir, an HIV-1 protease inhibitor created through structure-
based strategy [69].

•	 ZOMIG, a migraine treatment developed by Wellcome and Zeneca, 
containing Zolmitriptan, a 5HT1-agonist. It was established using 
molecular modeling and pharmacophore expansion [70], among 
numerous other examples.

2.3.6 MOLECULAR DOCKING STUDIES IN WATER MOLECULES

In analysis of the obligatory manner of various competing inhibitors, such 
as PARP-1, Autodock 3.0 was utilized in conjunction by molecules of water 
present in the crystal structures of the catalytic domain. The results indicated 
a strong correlation among computed binding energies and experimental 
inhibitory actions, whether considering structural water molecules (r2 = 0.87) 
or not (r2 = 0.84) [71]. Previous docking studies have suggested the inclusion 
of water molecules in the docking process due to their role as components 
of hydration shell of polar inhibitors, rather than structural water. Typically, 
water molecules are not incorporated in docking experiments. Given the 
divergent opinions within the scientific community regarding the usage of 
water molecules in docking, further research is warranted to investigate this 
topic.

2.4 MOLECULE DESIGNING BY MOLECULAR DOCKING CONCEPT

2,3-Dihydroquinazolin-4(1H)-one known as DHQ is a heterocycle with 
nitrogen atoms having a six-membered ring which is fused with a phenyl ring.  
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DHQ possesses the ability to undergo functionalization at various positions, 
making it a promising candidate for the development of new pharmacophores. 
This characteristic allows DHQ to interact with multiple targets, resulting in 
diverse pharmacological properties and establishing its significance. DHQ 
has demonstrated anti-bacterial effects [72], anti-fungal properties [73], 
analgesic and anti-inflammatory actions [74a], antimalarial activity [74b], 
antiviral properties [74c], antitumor effects [74d], insecticidal properties 
[74e], angiotensin II receptor antagonism [75a], inhibition of CDK5 [75b], 
potential non-peptidyl inhibitors of cathepsins B and H [75c], modulation of 
Transient receptor potential melastatin 2 (TRPM2) [75d], potential inhibi-
tion of Coagulation factor Xa (fXa) [75e], anthelmintic activity [76a], and 
anti-hepatitis-B effects [76b], among others. Considering the biological 
importance of the DHQ heterocyclic system, we initially conducted 
molecular docking studies to investigate its antimicrobial activity. These 
studies provided insights into the thermodynamic connections which rule the 
binding of molecules to DNA gyrase. The results of the molecular docking 
and ADME analyzes are presented in Table 2.1.

2.4.1 MOLECULAR DOCKING

When enzyme-based assays are not available, the in silico method of molecular 
docking is commonly used to advance insights hooked on the binding 
affinity and thermodynamic interactions governing the interaction between 
a molecule and its target receptor. Therefore, in direction to investigate 
the possible mechanism of action for newly discovered DHQ derivatives, 
molecular docking was done against microbial DNA gyrase. DNA gyrase, 
classified as a topoisomerase II, an ATP-dependent enzyme vital for DNA 
transcription, replication, and chromosome segregation in bacteria. It plays 
a vital role in maintaining the precise spatial DNA topology, making it a 
critical target for antimicrobial drugs [77]. To conduct the molecular docking 
calculations, the protein and ligand structures were improved and then 
exposed to GLIDE (Grid-Based Ligand Docking with Energetics) module 
in the Small Drug Discovery Suite [78]. Microbial DNA gyrase (PDB code: 
1KZN) crystal structure obtained and improved by the protein preparation 
wizard before docking process. The 3D structures of the DHQ derivatives 
(3a–p) were built using the Maestro builder panel. The molecular docking 
analysis revealed well-clustered binding modes for the DHQ analogues, 
with their binding affinities (Glide docking scores) showing a correlation 
with their antimicrobial activities. The derivatives with the highest activity 



28	 Artificial Intelligence for Chemical Sciences

demonstrated improved binding affinity, while those with weaker activities 
exhibited lower docking scores (Table 2.1). A detailed discussion of the 
results is presented for the most active analogue, 3e.

TABLE 2.1  Glide Docking Scores

Compound Glide Score Glide Energy H-Bonding
3a –8.188 –42.584 Asp73(2.453), Gly77(2.340), Thr165(2.252)
3b –8.474 –43.132 Glu50(2.283), Asn46(1.966)
3c –8.497 –43.128 Asp73(2.721), Gly77(2.391), Thr165(2.416)
3d –8.221 –42.691 –
3e –8.529 –48.435 Asp73(2.693), Gly77(2.398), Thr165(2.340)
3f –8.410 –43.889 –
3g –8.470 –47.592 Asp73(2.703), Gly77(2.395), Thr165(2.336)
3h –8.413 –44.605 –
3i –8.114 –42.67 Arg136(2.719)
3j –8.132 –41.338 Val71(2.318)
3k –8.244 –45.323 –
3l –8.377 –45.762 Arg136(2.318)
3m –8.481 –48.747 –
3n –8.115 –42.620 –
3o –8.129 –42.721 Arg136(2.196)
3p –8.052 –40.116 Asp73(2.383), Gly77(2.336), Thr165(2.246)

The predicted binding mode of 3e (Figure 2.1) exhibited the molecule 
might comfortably suitable into the active site of DNA gyrase (docking score: 
–8.529, binding energy: –48.435) through several bonded and non-bonded 
interactions. The Glide binding energy values were expressed in kcal/
mol. A detailed per-residue communication study exhibited that the major 
thermodynamic interaction subsidizing to the mechanical interconnecting 
of 3e (Figure 2.1) is a noteworthy network of favorable van der Waals 
interactions detected with the DHQ scaffold through Thr165(–3.653), 
Arg136(–1.677), Val120(–1.539), Pro79(–1.306), Ile78(–3.78), Gly77(–1.4), 
Arg76(–1.767), Asp73(–1.596) and Ala47(–2.208) residue lining the active 
site while the 2-chloro phenyl side chain remained understood to be involved 
in alike relations with Val167(–1.607), Met166(–1.69), Gln72(–1.353), 
Val71(–1.115), Glu50(–3.52), Asn46(–4.318) and Val43(–1.693) residues. 
Noteworthy electrostatic connections detected with Gly77(–2.024), Arg76 
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(–1.385), Asp73(–4.568), Asp49(–1.024) and Glu42(–1.096) residues too 
attributed to higher obligatory attraction detected for 3e (Figure 2.1).

In addition, it was observed that it formed near hydrogen bonding interac-
tions with Asp73 (2.693 Å) through the –NH– group, as well as with Gly77 
(2.398 Å) and Thr165 (2.340 Å) through the =O functionalities of the DHQ 
nucleus. These interactions serve to monitor the orientation of a molecule in 
the 3D space of the active site and facilitate steric and electrostatic interac-
tions. Furthermore, other derivatives of DHQ within the sequence exhibited 
various degrees of affinity with the active site residues of Inh A, forming a 
network of bonded and non-bonded connections. The correlation of docking 
score and other compounds were revealed in Figures 2.2–2.16.

2.4.2 IN SILICO ADME PREDICTION

To ensure the accomplishment of a medicine, it remains crucial for it to possess 
a constructive ADME (absorption, distribution, metabolism, and excretion) 
outline. In order to predict the ADME properties, an extensive computer 
analysis was conducted on all possible 3a–p synthesized compounds. 
The outcomes attained are presented in Table 2.2, demonstrating that the 
conjugates exhibited promising ABS (percentage absorption) values ranging 
from 79.00% to 94.81% (Table 2.2). Moreover, adherence to Lipinski’s rule 
of five was observed in all synthetic compounds. Overall, the examined core 
structures satisfied the criteria for an orally active medication, implying 
their potential for development into oral drugs. In this particular study, 
the Molinspiration toolkit [79] employed to calculate various parameters, 
including Lipinski’s rule of five [80], molecular weight, molecular volume, 
hydrogen bond acceptors, logarithm of the partition coefficient, hydrogen bond 
donors, rotatable bonds, and topological polar surface area. The absorption 
calculation (% ABS) follows the formula: % ABS = 109–(0.345TPSA) [81]. 
Additionally, MolSoft software was utilized to determine the drug-likeness 
model score, which represents the collective attributes to a compound’s 
pharmacokinetics, pharmacodyamics, and physical-chemical properties, 
expressed as a numerical value [82]. It is essential for a molecule to satisfy 
the following four requirements without violation: molecular weight should 
be equal or less than to 500, number of hydrogen bond acceptors should be 
equal or less than to 10, number of hydrogen bond donors should be equal 
or less than to 5, and miLog P (octanol-water partition coefficient) should be 
equal or less than to 5 [83].
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FIGURE 2.1  Mode of interaction for compound 3e.
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FIGURE 2.2  Mode of interaction for compound 3a.
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FIGURE 2.3  Mode of interaction for compound 3b.
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FIGURE 2.4  Mode of interaction for compound 3c.
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FIGURE 2.5  Mode of interaction for compound 3d.
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FIGURE 2.6  Mode of interaction for compound 3f.
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FIGURE 2.7  Mode of interaction for compound 3g.
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FIGURE 2.8  Mode of interaction for compound 3h.
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FIGURE 2.9  Mode of interaction for compound 3i.
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FIGURE 2.10  Mode of interaction for compound 3j.
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FIGURE 2.11  Mode of interaction for compound 3k.
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FIGURE 2.12  Mode of interaction for compound 3l.
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FIGURE 2.13  Mode of interaction for compound 3m.
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FIGURE 2.14  Mode of interaction for compound 3n.
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FIGURE 2.15  Mode of interaction for compound 3o.
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FIGURE 2.16  Mode of interaction for compound 3p.
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TABLE 2.2  Pharmacokinetic Constraints Significant for Decent Oral Bioavailability

Cpd mi 
Log P

TPSA 
(A2)

MW n- 
ON

n- 
OHNH

Lipinski 
Violation

n- 
ROTB

MV % 
ABS

Drug- 
Likeness 
Score

Rule ≤ 5 – < 500 < 10 < 5 ≤ 1

3a 2.37 41.12 224.26 3 2 0 1 205.23 94.81 –0.06

3b 2.28 86.95 269.26 6 2 0 2 228.56 79.00 –0.15

3c 2.31 86.95 269.26 6 2 0 2 228.56 79.00 0.15

3d 2.33 86.95 269.26 6 2 0 2 228.56 79.00 0.22

3e 3.00 41.12 258.71 3 2 0 1 218.76 94.81 0.02

3f 3.05 41.12 258.71 3 2 0 1 218.76 94.81 0.88

3g 3.13 41.12 303.16 3 2 0 1 223.11 94.81 –0.32

3h 3.16 41.12 303.16 3 2 0 1 223.11 94.81 0.10

3i 3.18 41.12 303.16 3 2 0 1 223.11 94.81 0.50

3j 1.89 61.35 240.26 4 3 0 1 213.24 87.83 0.85

3k 2.43 50.36 254.29 4 2 0 2 230.77 91.62 0.55

3l 2.02 59.59 284.31 5 2 0 3 256.32 88.44 0.42

3m 2.54 41.12 242.25 3 2 0 1 210.16 94.81 0.73

3n 2.79 41.12 238.29 3 2 0 1 221.79 94.81 0.31

3o 2.82 41.12 238.29 3 2 0 1 221.79 94.81 0.43

3p 1.96 41.12 230.29 3 2 0 1 195.94 94.81 –0.08

In order to analyze the DHQ derivatives 3a–p to its biological antimicrobial 
activity, we synthesized them (Scheme 2.1) using the information from the 
molecular docking research and ADME properties. The outcomes are shown 
in (Table 2.3) and Figure 2.17 displays structures of each molecule that was 
synthesized.

SCHEME 2.1  Synthesis of DHQ derivatives 3a–p.



Computer-Aided Drug Synthesis and Design	 47

FIGURE 2.17  The synthesized DHQ derivative’s 3a–p structure.

2.5 BIOLOGICAL EVALUATION

2.5.1 ANTIBACTERIAL ACTIVITY

The results from the assessment of the antibacterial properties of the func-
tionalized DHQ 3a–p against Gram positive Staphylococcus aureus (SA) 
and Micrococcus luteus (ML) and Gram negative Escherichia coli (EC) 
and Pseudomonas fluorescens (PF) strains can be observed in Table 2.3. 
In contrast to traditional antibacterial drugs, the synthesized compounds 
demonstrated only moderate effectiveness in inhibiting bacterial growth.

2.5.2 ANTIFUNGAL ACTIVITY

All synthetic DHQ 3a–p exhibits decent to reasonable antifungal movement 
in contradiction of all of the tested fungal strains Candida albicans (CA), 
Fusarium oxysporum (FO) and Aspergillus flavus (AF) (Table 2.3).
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TABLE 2.3  In Vitro Antimicrobial (MIC) Activities of 3a–p (µg/mL)

Compounds Gram +ve Bacteria Gram –ve Bacteria Antifungal Activity
SA ML EC PF CA FO AF

3a 16 32 32 8 32 32 32
3b 4 16 8 8 32 32 32
3c 8 16 8 4 16 32 16
3d 16 16 8 8 32 32 64
3e 8 16 4 4 16 64 32
3f 8 16 8 4 16 32 16
3g 4 32 4 8 16 16 16
3h 4 32 32 8 32 64 64
3i 8 32 32 32 16 32 32
3j 8 32 16 16 32 32 64
3k 8 32 4 8 64 16 16
3l 8 32 4 16 64 64 64
3m 4 16 4 16 16 16 16
3n 8 32 32 32 32 32 64
3o 16 32 16 8 32 16 64
3p 8 8 16 8 16 16 16
AP 4 16 4 2 – – –
KM 2 2 2 2 – – –
MA – – – – 16 16 16
FA – – – – 2 2 4
Abbreviations: Cpd: Compound; AP: ampicilin; KM: kanamycin; MA: miconazole; and FA: 
fluconazole.

The results of these endeavor are now being effectively utilized using the 
In silico-chemico-biology approach to identify compounds with advanced 
effectiveness and discrimination.

2.6 CONCLUSION

Utilization of medication has contributed to advancements in data-
driven and computer-assisted manufacturing of medications. Presently, 
machine learning algorithms are being applied in organic production for 
various purposes, including automated synthesis through retrosynthetic 
analysis, proposing feasible artificial routes, estimating product yield and 
outcomes, identifying novel catalysts, and optimizing reaction conditions.  
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Although computer-aided synthesis is a relatively recent field, it has the 
potential to revolutionize the design and evaluation of synthetic pathways 
for target compounds. This innovation can greatly reduce the assignment of 
chemical combination personnel to create novel prospects for drug fusion. 
Another significant development is computer-aided drug design, which 
employs techniques such as building computer-generated chemical libraries 
and implementing de novo drug molecule strategies to enhance the efficiency 
of drug discovery. However, it is crucial to consider factors like stability, 
pharmacokinetics, and toxicity during the drug development process, which 
may not have been fully addressed in the initial stages. To facilitate chemical 
synthesis and accelerate the production of medication molecules, computer-
aided drug synthesis pathway enterprises employ retrosynthetic analysis 
to identify synthetic routes for drug cores and predict reaction conditions 
and products. Nonetheless, predicting complex chemicals and identifying 
potential flaws in anticipated routes remains a considerable challenge. This 
approach has garnered significant attention due to its ability to streamline 
the expertise required in chemical combination to enhance the competence 
of drug production.

KEYWORDS

	• adenosine triphosphate
	• ampicillin
	• Aspergillus flavus
	• computer-aided drug design
	• computer-aided reaction prediction
	• molecular docking
	• retrosynthetic analysis of drug

REFERENCES

1.	 Chakrabarti, A., Morgenstern, S., & Knaab, H. (2004). Identification and application of 
requirements and their application on the design process: A protocol study. Research in 
Engineering Design, 15, 22–39.

2.	 Davies, I. W. (2019). The digitization of organic synthesis. Nature, 570, 175–181.
3.	 Marko, I. E. (2001). The art of total synthesis. Science, 294, 1842–1843.



50	 Artificial Intelligence for Chemical Sciences

4.	 Wender, P. A., & Miller, B. L. (2009). Synthesis at the molecular frontier. Nature, 460, 
197–201.

5.	 Shannon, C. E. (1948). A mathematical theory of communication. Bell System Technical 
Journal, 27, 379–423.

6.	 Brønsted, J. N., & Pedersen, K. (1924). Sur le mécanisme des réactions de catalyse. 
Zeitschrift für Physikalische Chemie, 108U, 185–-235.

7.	 (a) Merrifield, R. B., Stewart, J. M., & Jernberg, N. (1966). The synthesis of polypeptides 
by the solid-phase method. Analytical Chemistry, 38, 1905–1914; (b) Erdős, E. G. 
(1966). The total synthesis of proteins. Science, 152, 1284–1285.

8.	 Corey, E. J., & Wipke, W. T. (1969). The synthesis of complex organic molecules by 
computer-aided methods. Science, 166, 178–192.

9.	 Gelernter, H. (1973). The Discovery of Organic Synthetic Routes by Computer. Springer 
Berlin Heidelberg.

10.	 Peishoff, C. E., & Joergensen, W. L. (1985). A method for the generation and evaluation 
of synthetic routes. Journal of Organic Chemistry, 17, 3175.

11.	 Ugi, I., Stein, N., Knauer, M., Gruber, B., & Bley, K. (1993). The theory and applications 
of multicomponent reactions. Topics in Current Chemistry, 166, 199–233.

12.	 Fick, R., Gasteiger, J., & Ihlenfeldt, W. D. J. A. P. (1990). Software development in 
chemistry: Proceedings of the 4th Workshop on Computational Chemistry. Software 
Development in Chemistry 4, 57–65.

13.	 Evans, D. A. (2014). Asymmetric synthesis of complex molecules. Angewandte Chemie 
International Edition, 53, 11140–11145.

14.	 Weininger, D. (1988). SMILES: A chemical language and information system. Journal 
of Chemical Information and Computer Sciences, 28, 31–36.

15.	 (a) Steinbeck, C., Hoppe, C., Kuhn, S., Floris, M., Guha, R., & Willighagen, E. L. (2006). 
The Chemistry Development Kit (CDK): An open-source Java library for chemo- and 
bioinformatics. Current Pharmaceutical Design, 12, 2111–2120; (b) Steinbeck, C., Han, 
Y., Kuhn, S., Horlacher, O., Luttmann, E., & Willighagen, E. (2003). The Chemistry 
Development Kit (CDK): An open-source Java library for chemo- and bioinformatics. 
Journal of Chemical Information and Computer Sciences, 43, 493–500.

16.	 (a) Rupp, M., Tkatchenko, A., Müller, K. R., & von Lilienfeld, O. A. (2012). Fast and 
accurate modeling of molecular atomization energies with machine learning. Physical 
Review Letters, 108, 058301; (b) Hansen, K., Montavon, G., Biegler, F., Fazli, S., 
Rupp, M., Scheffler, M., von Lilienfeld, O. A., Tkatchenko, A., & Müller, K. R. (2013). 
Assessment and validation of machine learning methods for predicting molecular 
atomization energies. Journal of Chemical Theory and Computation, 9, 3404–3419.

17.	 Heller, S., McNaught, A., Stein, S., Tchekhovskoi, D., & Pletnev, I. (2013). The develop-
ment of a chemical information system. Journal of Cheminformatics, 5, 7.

18.	 (a) Rogers, D., & Hahn, M. (2010). Extended-connectivity fingerprints. Journal of 
Chemical Information and Model, 50, 742–754; (b) Muegge, I., & Mukherjee, P. (2016). 
IUPAC’s role in drug discovery: From molecular modeling to cheminformatics. Expert 
Opinion on Drug Discovery, 11, 137–148; (c) Durant, J. L., Leland, B. A., Henry, D. R., 
& Nourse, J. G. (2002). Reoptimization of the PubChem compound database. Journal 
of Chemical Information and Computer Sciences, 42, 1273–1280; (d) Cereto-Massagué, 
A., Ojeda, M. J., Valls, C., Mulero, M., Garcia-Vallve, S., & Pujadas, G. (2015). 
Chemical informatics functionality of the KNIME workbench. Methods, 71, 58–63; (e) 
Bender, A., Mussa, H. Y., Glen, R. C., & Reiling, S. (2004). Molecular similarity: A 



Computer-Aided Drug Synthesis and Design	 51

new approach for modeling biological activity. Journal of Chemical Information and 
Computer Sciences, 44, 1708–1718.

19.	 Silver, D., Huang, A., Maddison, C. J., Guez, A., Sifre, L., van den Driessche, G., 
Schrittwieser, J., Antonoglou, I., Panneershelvam, V., Lanctot, M., Dieleman, S., Grewe, 
D., Nham, J., Kalchbrenner, N., Sutskever, I., Lillicrap, T., Leach, M., Kavukcuoglu, K., 
Graepel, T., & Hassabis, D. (2016). Mastering the game of Go with deep neural networks 
and tree search. Nature, 529, 484–489.

20.	 Gasteiger, J., & Ihlenfeldt, W. (1990). Software Development in Chemistry 4. Springer.
21.	 (a) Ott, M. A., & Noordik, J. H. (1992). Computer tools for reaction retrieval and synthesis 

planning in organic chemistry. A brief review of their history, methods, and programs. 
Recl. Trav. Chim. Pays-Bas, 111, 239–246. (b) Todd, M. H. (2005). Computer-aided 
organic synthesis. Chem. Soc. Rev., 34, 247–266. (c) Cook, A., Johnson, A. P., Law, J., 
Mirzazadeh, M., Ravitz, O., & Simon, A. (2012). Computer-aided synthesis design: 40 
years on. Wiley Interdiscip. Rev.: Comput. Mol. Sci., 2, 79–107. (d) Warr, W. A. (2014). 
A short review of chemical reaction database systems, computer-aided synthesis design, 
reaction prediction and synthetic feasibility. Mol. Inf., 33, 469–476.

22.	 Shen, Y., Borowski, J. E., Hardy, M. A., Sarpong, R., Doyle, A. G., & Cernak, T. (2021). 
Nat. Rev. Methods Primers, 1, 23.

23.	 Corey, E. J., Long, A. K., & Rubenstein, S. D. (1985). Computer-assisted analysis in 
organic synthesis. Science, 228, 408–419.

24.	 (a) Gelernter, H., Rose, J. R., & Chen, C. (1990). Building and refining a knowledge 
base for synthetic organic chemistry via the methodology of inductive and deductive 
machine learning. J. Chem. Inf. Model., 30, 492–504. (b) Satoh, H., & Funatsu, K. 
(1995). Sophia, a knowledge base-guided reaction prediction system-utilization of a 
knowledge base derived from a reaction database. J. Chem. Inf. Model., 35, 34–44. 
(c) Satoh, K., & Funatsu, K. (1999). A novel approach to retrosynthetic analysis using 
knowledge bases derived from reaction databases. J. Chem. Inf. Comput. Sci., 39, 
316–325. (d) Law, J., Zsoldos, Z., Simon, A., Reid, D., Liu, Y., Khew, S. Y., Johnson, 
A. P., Major, S., Wade, R. A., & Ando, H. Y. (2009). Route Designer: A retrosynthetic 
analysis tool utilizing automated retrosynthetic rule generation. J. Chem. Inf. Model., 
49, 593–602. (e) Bogevig, A., Federsel, H. J., Huerta, F., Hutchings, M. G., Kraut, H., 
Langer, T., Low, P., Oppawsky, C., Rein, T., & Saller, H. (2015). Route design in the 21st 
century: The ICSYNTH software tool as an idea generator for synthesis prediction. Org. 
Process Res. Dev., 19, 357–368. (f) Coley, C. W., Barzilay, R., Jaakkola, T. S., Green, 
W. H., & Jensen, K. F. (2017). Prediction of organic reaction outcomes using machine 
learning. ACS Cent. Sci., 3, 434–443. (g) Christ, C. D., Zentgraf, M., & Kriegl, J. M. 
(2012). Mining electronic laboratory notebooks: Analysis, retrosynthesis, and reaction-
based enumeration. J. Chem. Inf. Model., 52, 1745–1756.

25.	 Segler, M. H. S., & Waller, M. P. (2017). Neural-symbolic machine learning for 
retrosynthesis and reaction prediction. Chem. Eur. J., 23, 5966–5971.

26.	 Coley, C. W., Green, W. H., & Jensen, K. F. (2018). Acc. Chem. Res., 51, 1281–1289.
27.	 (a) Szymkuc, S., Gajewska, E. P., Klucznik, T., Molga, K., Dittwald, P., Startek, M., 

Bajczyk, M., & Grzybowski, B. A. (2016). Angew. Chem. Int. Ed., 55, 5904–5937. 
(b) Kowalik, M., Gothard, C. M., Drews, A. M., Gothard, N. A., Weckiewicz, A., 
Fuller, P. E., & Grzybowski, B. A. (2012). Angew. Chem. Int. Ed., 51, 7928–7932. (c) 
Grzybowski, B. A., Bishop, K. J., Kowalczyk, B., & Wilmer, C. E. (2009). Nat. Chem., 
1, 31–36. (d) Bishop, K. J., Klajn, R., & Grzybowski, B. A. (2006). Angew. Chem. Int. 



52	 Artificial Intelligence for Chemical Sciences

Ed., 45, 5348–5354. (e) Badowski, T., Molga, K., & Grzybowski, B. A. (2019). Chem. 
Sci., 10, 4640–4651.

28.	 Molga, K., Dittwald, P., & Grzybowski, B. A. (2019). Chemistry, 5, 460–473.
29.	 Coley, C. W., Rogers, L., Green, W. H., & Jensen, K. F. (2017). ACS Cent. Sci., 3, 

1237–1245.
30.	 Law, J., Zsoldos, Z., Simon, A., Reid, D., Liu, Y., Khew, S. Y., Johnson, A. P., Major, S., 

Wade, R. A., & Ando, H. Y. (2009). J. Chem. Inf. Model., 49, 593–602.
31.	 Bogevig, A., Federsel, H. J., Huerta, F., Hutchings, M. G., Kraut, H., Langer, T., Leow, 

P., Oppawsky, C., Rein, T., & Saller, H. (2015). Org. Process Res. Dev., 19, 357–368.
32.	 (a) Segler, M. H. S., & Waller, M. P. (2017). Chemistry, 23, 5966–5971; (b) Segler, M. 

H. S., & Waller, M. P. (2017). Chemistry, 23, 6118–6128.
33.	 Segler, M. H. S., Preuss, M., & Waller, M. P. (2018). Nature, 555, 604–610.
34.	 (a) Kayala, M. A., & Baldi, P. (2012). J. Chem. Inf. Model., 52, 2526–2540; (b) Kayala, 

M. A., Azencott, C. A., Chen, J. H., & Baldi, P. (2011). J. Chem. Inf. Model., 51, 
2209–2222; (c) Fooshee, D., Mood, A., Gutman, E., Tavakoli, M., Urban, G., Liu, F., 
Huynh, N., Van Vranken, D., & Baldi, P. (2018). Mol. Syst. Des. Eng., 3, 442–452.

35.	 Liu, B., Ramsundar, B., Kawthekar, P., Shi, J., Gomes, J., Luu, Q., Nguyen, H., Sloane, 
J., Wender, P., & Pande, V. (2017). ACS Cent. Sci., 3, 1103–1113.

36.	 Lin, K., Xu, Y., Pei, J., & Lai, L. (2020). Chem. Sci., 11, 3355–3364.
37.	 Ewing, T. J. A., & Kuntz, I. D. (1997). Critical evaluation of search algorithms used in 

automated molecular docking. J. Comput. Chem., 18, 1175–1189.
38.	 Morris, G. M., Goodsell, D. S., Halliday, R. S., Huey, R., Hart, W. E., Belew, R. K., 

& Olson, A. J. (1998). Automated docking using a Lamarckian genetic algorithm and 
empirical binding free energy function. J. Comput. Chem., 19, 1639–1662.

39.	 Jones, G., Willett, P., Glen, R. C., Leach, A. R., & Taylor, R. (1997). Development and 
validation of a genetic algorithm for flexible docking. J. Mol. Biol., 267, 727–748.

40.	 Rarey, M., Kramer, B., & Lengauer, T. (1999). Docking of hydrophobic ligands with 
interaction-based matching algorithms. Bioinformatics, 15, 243–250.

41.	 Friesner, R. A., Banks, J. L., Murphy, R. B., Halgren, T. A., Klicic, J. J., Mainz, D. 
T., Repasky, M. P., Knoll, E. H., Shaw, D. E., Shelley, M., Perry, J. K., Francis, P., & 
Shenkin, P. S. (2004). Glide: A new approach for rapid, accurate docking and scoring. 
Method and assessment of docking accuracy. J. Med. Chem., 47, 1739–1749.

42.	 Venkatachalam, C. M., Jiang, X., Oldfield, T., & Waldman, M. (2003). LigandFit: A 
novel method for the shape-directed rapid docking of ligands to protein active sites. J. 
Mol. Graph. Model., 21, 289–307.

43.	 Stewart, J. P. (2009). Mopac93, Fujitsu Ltd., Tokyo, Japan (Scigress Explorer v7.7.0.47).
44.	 Hu, L., Benson, M. L., Smith, R. D., Lerner, M. G., & Carlson, H. A. (2005). Binding 

MOAD (Mother of All Databases). Proteins, 60, 333–340.
45.	 (a) Yadav, D. K., Meena, A., Srivastava, A., Chanda, D., Khan, F., & Chattopadhyay, 

S. K. (2010). Development of QSAR model for immunomodulatory activity of natural 
Coumarinolignoids. Drug Des. Devel. Ther., 4, 173–186; (b) Taylor, R. D., Jewsbury, 
P. J., & Essex, J. W. (2002). A review of protein-small molecule docking methods. J. 
Comput. -Aided Mol. Des., 16, 151–166; (c) Ekins, S., Mestres, J., & Testa, B. (2007). 
In silico pharmacology for drug discovery: Applications to targets and beyond. Br. J. 
Pharmacol., 152, 21–37.

46.	 Kuntz, I. D., Blaney, J. M., Oatley, S. J., Langridge, R., & Ferrin, T. E. (1982). A 
geometric approach to macromolecule-ligand interactions. J. Mol. Biol., 161, 269–288.



Computer-Aided Drug Synthesis and Design	 53

47.	 Lybrand, T. P. (1995). Ligand-protein docking and rational drug design. Curr. Opin. 
Struct. Biol., 5, 224–228.

48.	 Blaney, J. M., & Dixon, J. S. (1993). A good ligand is hard to find: Automatic docking 
methods. Perspect. Drug Discov. Des., 1, 301–319.

49.	 Hoppe, C., Steinbeck, C., & Wohlfahrt, G. (2006). Classification and comparison of 
ligand-binding sites derived from grid-mapped knowledge-based potentials. J. Mol. 
Graph. Model., 24, 328–340.

50.	 Walters, W. P., Stahl, M. T., & Murcko, M. A. (1998). Virtual screening: An overview. 
Drug Discov. Today, 3, 160–178.

51.	 (a) Fukunishi, Y., Kubota, S., & Nakamura, H. (2006). Noise reduction method for 
molecular interaction energy: Application to in silico drug screening and in silico target 
protein screening. J. Chem. Inf. Model., 46, 2071–2084; (b) Khan, F., Meena, A., & 
Sharma, A. (2010). Docking-based virtual screening of anticancer drugs. In R. Arora 
(Ed.), Medicinal Plant Biotechnology (Vol. 15, pp. 242–264). CAB International, UK; 
(c) Mestres, J., Martin-Couce, L., Gregori-Puigjane, E., Cases, M., & Boyer, S. (2006). 
Ligand-based approach to in silico pharmacology: Nuclear receptor profiling. J. Chem. 
Inf. Model., 46, 2725–2736.

52.	 Gehlhaar, D. K., Moerder, K. E., Zichi, D., Sherman, C. J., Ogden, R. C., & Freer, S. T. 
(1995). De novo design of enzyme inhibitors by Monte Carlo ligand generation. J. Med. 
Chem., 38, 466–472.

53.	 Dewitte, R. S., Ishchenko, A. V., & Shakhnovich, E. I. (1997). SMoG: De novo design 
method based on simple, fast, and accurate free energy estimates. 2. Case studies in 
molecular design. J. Am. Chem. Soc., 119, 4608–4617.

54.	 Gillet, V., Johnson, A. P., Mata, P., Sike, S., & Williams, P. (1993). Sprout: A program 
for structure generation. J. Comp. Aid. Mol. Des., 7, 127–153.

55.	 Roe, D. C., & Kuntz, I. D. (1995). Builder v.2: Improving the chemistry of a de novo 
design strategy. J. Comput. Aid. Mol. Des., 9, 269–282.

56.	 Pearlman, D. A., & Murcko, M. A. (1993). Concepts: New dynamic algorithm for de 
novo drug suggestions. J. Med. Chem., 10, 1184–1193.

57.	 Pearlman, D. A., & Murcko, M. A. (1996). Concerts: Dynamic connection of fragments 
as an approach to de novo ligand design. J. Med. Chem., 39, 1651–1663.

58.	 Stultz, C. M., & Karplus, M. (2000). Dynamic ligand design and combinatorial 
optimization: Designing inhibitors to endothiapepsin. Proteins, 40, 258–289.

59.	 Rotstein, S. H., & Murcko, M. A. (1993). GenStar: A method for de novo drug design. 
J. Comput. Aid. Mol. Des., 7, 23–43.

60.	 Rotstein, S. H., & Murcko, M. A. (1993). GroupBuild: A fragment-based method for de 
novo drug design. J. Med. Chem., 36, 1700–1710.

61.	 Moon, J. B., & Howe, W. J. (1991). Computer design of bioactive molecules: A method 
for receptor-based de novo ligand design. Proteins, 11, 314–328.

62.	 Eisen, M. B., Wiley, D. C., Karplus, M., & Hubbard, R. E. (1994). Hook: A program for 
finding novel molecular architectures that satisfy the chemical and steric requirements 
of a macromolecule binding site. Proteins, 19, 199–221.

63.	 Nishibata, Y., & Itai, A. (1993). Confirmation of usefulness of a structure construction 
program based on three-dimensional receptor structure for rational lead generation. J. 
Med. Chem., 36, 2921–2928.

64.	 (a) Duncia, J. V., Chiu, A. T., Carini, D. J., Gregory, G. B., Johnson, A. L., Price, 
W. A., Wells, G. J., Wong, P. C., Calabrese, J. C., & Timmermans, P. B. (1990). The 



54	 Artificial Intelligence for Chemical Sciences

discovery of potent nonpeptide angiotensin II receptor antagonists: A new class of potent 
antihypertensives. J. Med. Chem., 33, 1312–1329; (b) Duncia, J. V., Carini, D. J., Chiu, 
A. T., Johnson, A. L., Price, W. A., Wong, P. C., Wexler, R. R., & Timmermans, P. B. 
(1992). The discovery of DuP 753, a potent, orally active nonpeptide angiotensin II 
receptor antagonist. Med. Res. Rev., 12, 149–191.

65.	 Koga, H., Itoh, A., Murayama, S., Suzue, S., & Irikura, T. (1980). Structure-activity 
relationships of antibacterial 6,7- and 7,8-disubstituted 1-alkyl-1,4-dihydro-4-oxoquinoline-
3-carboxylic acids. J. Med. Chem., 23, 1358–1363.

66.	 Kawakami, Y., Inoue, A., Kawai, T., Wakita, M., Sugimoto, H., & Hopfinger, A. J. 
(1996). The rationale for E2020 as a potent acetylcholinesterase inhibitor. Bioorg. Med. 
Chem., 4, 1429–1446.

67.	 Greer, J., Erickson, J. W., Baldwin, J. J., & Varney, M. D. (1994). Application of the 
three-dimensional structures of protein target molecules in structure-based drug design. 
J. Med. Chem., 37, 1035–1054.

68.	 (a) Dorsey, B. D., Levin, R. B., McDaniel, S. L., Vacca, J. P., Guare, J. P., Darke, P. 
L., Zugay, J. A., Emini, E. A., Schleif, W. A., & Quintero, J. C. (1994). L-735,524: 
The design of a potent and orally bioavailable HIV protease inhibitor. J. Med. Chem., 
37, 3443–3451; (b) Bodor, N., & Huang, M. (1995). Computer-aided design of new 
drugs based on retrometabolic concepts. In C. Reynolds, M. Holloway, & H. Cox (Eds.), 
Computer Aided Molecular Design (Vol. 589, pp. 98–113). ACS Symposium Series.

69.	 Kaldor, S. W., Kalish, V. J., Davies, J. F., Shetty, B. V., Fritz, J. E., Appelt, K., Burgess, 
J. A., Campanale, K. M., Chirgadze, N. Y., Clawson, D. K., Dressman, B. A., Hatch, S. 
D., Khalil, D. A., Kosa, M. B., Lubbehusen, P. P., Muesing, M. A., Patick, A. K., Reich, 
S. H., Su, K. S., & Tatlock, J. H. (1997). Viracept (nelfinavir mesylate, AG1343): A 
potent, orally bioavailable inhibitor of HIV-1 protease. J. Med. Chem., 40, 3979–3985.

70.	 Glen, R. C., Martin, G. R., Robertson, A. D., Buckingham, J., Woolard, P. M., Hill, 
A. P., Hyde, R. M., & Salmon, J. A. (1995). Computer-aided design and synthesis 
of 5-substituted tryptamines and their pharmacology at the 5-HT1D receptor: The 
discovery of 311C90, a compound with potential anti-migraine properties. J. Med. 
Chem., 38, 3566–3580.

71.	 Bellocchi, D., Macchiarulo, A., Costantino, G., & Pellicciari, R. (2005). Docking studies 
on PARP-1 inhibitors: Insights into the role of a binding pocket water molecule. Bioorg. 
Med. Chem., 13, 1151–1157.

72.	 Takacs, A., Fodor, J., Nemeth, Z., & Hell, Z. (2014). Zeolite-catalyzed method for the 
preparation of 2,3-dihydroquinazolin-4(1H)-ones. Synth. Commun., 44, 2269–2275.

73.	 Noel, R., Gupta, N., Pons, V., Goudet, A., Garcia-Castillo, M. D., Michau, A., Martinez, 
J., Buisson, D., Johannes, L., Gillet, D., Barbier, J., & Cintrat, J. (2013). N-Methyldihy-
droquinazolinone derivatives of Retro-2 with enhanced efficacy against Shiga toxin. J. 
Med. Chem., 56, 3404–3413.

74.	 (a) Sadanandam, Y. S., Reddy, K. R. M., & Rao, A. B. (1987). Synthesis of substituted 
2,3-dihydro-1-(β-phenylethyl)-2-aryl- and 2,3-diaryl-4(1H)-quinazolinones and their 
pharmacological activities. Eur. J. Med. Chem., 22, 169–173; (b) Mohammadi, A. A., 
Rohi, H., & Soorki, A. A. (2013). Synthesis and in vitro antibacterial activities of novel 
2-aryl-3-(phenylamino)-2,3-dihydroquinazolin-4(1H)-one derivatives. J. Heterocycl. 
Chem., 50, 1129–1133; (c) Derbyshire, E. R., Min, J., Guiguemde, W. A., Clark, J. A., 
Connelly, M. C., Magalhaes, A. D., Guy, R. K., & Clardy, J. (2014). Dihydroquinazolinone 
inhibitors of proliferation of blood and liver stage malaria parasites. Antimicrob. Agents 



Computer-Aided Drug Synthesis and Design	 55

Chemother., 58, 1516–1522; (d) Uruno, Y., Konishi, Y., Suwa, A., Takai, K., Tojo, K., 
Nakako, T., Sakai, M., Enomoto, T., Matsuda, H., Kitamura, A., & Sumiyoshi, T. (2015). 
Discovery of dihydroquinazolinone derivatives as potent, selective, and CNS-penetrant 
M1 and M4 muscarinic acetylcholine receptors agonists. Bioorg. Med. Chem. Lett., 25, 
5357–5361; (e) Hemalatha, K., Madhumitha, G., Ravi, L., Khanna, V. G., Al-Dhabi, 
N. A., & Arasu, M. V. (2016). Binding mode of dihydroquinazolinones with lysozyme 
and its antifungal activity against Aspergillus species. J. Photochem. Photobiol. B, 161, 
71–79.

75.	 (a) Levin, J. I., Chan, P. S., Bailey, T., Katocs, A. S., & Venkatesan, A. M. (1994). 
The synthesis of 2,3-dihydro-4(1H)-quinazolinone angiotensin II receptor antagonists. 
Bioorg. Med. Chem. Lett., 4, 1141–1146; (b) Hasegawa, H., Muraoka, M., Matsui, K., 
& Kojima, A. (2006). A novel class of sodium/calcium exchanger inhibitors: Design, 
synthesis, and structure-activity relationships of 4-phenyl-3-(piperidin-4-yl)-3,4-
dihydro-2(1H)-quinazolinone derivatives. Bioorg. Med. Chem. Lett., 16, 727–730; 
(c) Singh, M., & Raghav, N. (2015). 2,3-Dihydroquinazolin-4(1H)-one derivatives as 
potential non-peptidyl inhibitors of cathepsins B and H. Bioorg. Chem., 59, 12–22; (d) 
Zhang, H., Liu, H., Luo, X., Wang, Y., Liu, Y., Jin, H., Liu, Z., Yang, W., Yu, P., Zhang, L., 
& Zhang, L. (2018). Design, synthesis and biological activities of 2,3-dihydroquinazolin-
4(1H)-one derivatives as TRPM2 inhibitors. Eur. J. Med. Chem., 152, 235–252; (e) 
Xing, J., Yang, L., Yang, Y., Zhao, L., Wei, Q., Zhang, J., Zhou, J., & Zhang, H. (2017). 
Design, synthesis and biological evaluation of novel 2,3-dihydroquinazolin-4(1H)-one 
derivatives as potential fXa inhibitors. Eur. J. Med. Chem., 125, 411–422.

76.	 (a) Kharmawlong, G. K., Nongrum, R., Chhetri, B., Rani, J. W. S., Rahman, N., 
Yadav, A. K., & Nongkhlaw, R. (2019). Green and efficient one-pot synthesis of 
2,3-dihydroquinazolin-4(1H)-ones and their anthelmintic studies. Synth. Commun., 
49, 2683–2695; (b) Sabnis, R. W. (2021). Novel substituted 3,4-dihydroquinazoline 
derivatives for treating hepatitis B virus infection. ACS Med. Chem. Lett., 34, 1492–1503.

77.	 (a) Ehmann, D. E., & Lahiri, S. D. (2014). Novel compounds targeting bacterial 
DNA topoisomerase/DNA gyrase. Curr. Opin. Pharmacol., 18, 76–83; (b) Maxwell, 
A., & Lawson, D. M. (2003). The ATP-binding site of type II topoisomerases as 
a target for antibacterial drugs. Curr. Top Med. Chem., 3, 283–303; (c) Pommier, 
Y. (2013). Drugging topoisomerases: Lessons and challenges. ACS Chem. Biol., 8, 
82–95; (d) Collin, F., Karkare, S., & Maxwell, A. (2011). Exploiting bacterial DNA 
gyrase as a drug target: Current state and perspectives. Appl. Microbiol. Biotechnol., 
92, 479–497.

78.	 (a) Schrodinger Suite 2015-4 QM-Polarized Ligand Docking protocol; Glide version 
6.9, Schrodinger, LLC, New York, NY, 2015; Jaguar version 9.0, Schrodinger, LLC, 
New York, NY, 2015; QSite version 6.9, Schrodinger, LLC, New York, NY, 2015; (b) 
Friesner, R. A., Murphy, R. B., Repasky, M. P., Frye, L. L., Greenwood, J. R., Halgren, 
T. A., Sanschagrin, P. C., & Mainz, D. T. (2006). Extra precision glide: Docking and 
scoring incorporating a model of hydrophobic enclosure for protein-ligand complexes. 
J. Med. Chem., 49, 6177–6196.

79.	 Molinspiration Cheminformatics. (2014). Available from: http://www.molinspiration.
com/cgi-bin/properties (accessed on 25 July 2024).

80.	 Lipinski, C. A., Lombardo, L., Dominy, B. W., & Feeney, P. J. (2001). Experimental and 
computational approaches to estimate solubility and permeability in drug discovery and 
development settings. Adv. Drug Del. Rev., 46, 3–25.

http://www.molinspiration.com/cgi-bin/properties
http://www.molinspiration.com/cgi-bin/properties


56	 Artificial Intelligence for Chemical Sciences

81.	 Zhao, Y., Abraham, M. H., Lee, J., Hersey, A., Luscombe, N. C., Beck, G., Sherborne, 
B., & Cooper, I. (2002). Rate-limited steps of human oral absorption and QSAR studies. 
Pharm. Res., 19, 1446–1457.

82.	 Drug-likeness and molecular property prediction. (2024). Available from: http://www.
molsoft.com/mprop/ (accessed on 25 July 2024).

83.	 Ertl, P., Rohde, B., & Selzer, P. (2000). Fast calculation of molecular polar surface area 
as a sum of fragment-based contributions and its application to the prediction of drug 
transport properties. J. Med. Chem., 43, 3714–3717.

http://www.molsoft.com/mprop/
http://www.molsoft.com/mprop/


Artificial Intelligence for Chemical Sciences: Concepts, Models, and Applications. Shrikaant Kulkarni, 
Shashikant Bhandari, Dushyant Varshney, & P. William (Eds.)
© 2025 Apple Academic Press, Inc. Co-published with CRC Press (Taylor & Francis)

Computational Tools and Techniques in 
Planning Organic Synthesis

LAXMI G. KATHAWATE,1 ROHINI N. SHELKE,1  
DATTATRAYA N. PANSARE,2 and ANIKET P. SARKATE3

1Department of Chemistry, Radhabai Kale Mahila Mahavidyalaya, 
Maharashtra, India
2Department of Chemistry, Deogiri College, Aurangabad, Maharashtra, 
India
3Department of Chemical Technology, Dr. Babasaheb Ambedkar 
Marathwada University, Aurangabad, Maharashtra, India

CHAPTER 3

ABSTRACT

Organic synthesis is the process of designing and creating new organic 
compounds through various chemical reactions. It is a critical field in both 
chemistry and pharmaceutical industries. However, traditional organic 
synthesis can be time-consuming, expensive, and requires significant 
resources. Fortunately, the advent of computational tools and techniques has 
revolutionized the field of organic synthesis. Computer-aided design and 
planning have become essential tools for researchers in the field, allowing 
them to design new compounds in silico, rather than in the lab. These tools 
have not only made the process of designing and developing new compounds 
more efficient but have also made it more cost-effective. Organic synthesis is a 
critical field of chemistry that involves creating new molecules and materials 
with a wide range of applications, from pharmaceuticals to materials science. 
Traditionally, organic synthesis has relied on a trial-and-error approach, with 
researchers testing different combinations of chemical reactions to achieve 
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their desired outcome. However, in recent years, computational tools have 
revolutionized the field, allowing researchers to predict the outcome of reac-
tions before they even take place. This chapter will explore the power of 
these computational tools and how they are transforming the way organic 
synthesis is conducted. From designing new molecules to optimizing reaction 
conditions, computational tools are enabling researchers to work smarter, not 
harder, and are opening up new avenues for discovery and innovation in this 
critical field of chemistry. In this chapter, we’ll explore how computational 
tools and techniques have revolutionized organic synthesis and how they 
are being used to design and develop novel compounds faster and more 
efficiently than ever before.

3.1 WHAT IS ORGANIC SYNTHESIS AND WHY IS IT IMPORTANT?

Organic synthesis is the process of designing and creating new organic 
compounds through chemical reactions. Organic compounds are molecules 
that contain carbon, hydrogen, and often other elements like nitrogen, oxygen, 
sulfur, and phosphorus. These compounds are the building blocks of life and 
play a critical role in fields such as medicine, materials science, and agriculture.

Organic synthesis has been around for centuries, dating back to the 
discovery of urea by Friedrich W in 1828. Since then, scientists have been 
working to develop new methods to synthesize organic compounds more 
efficiently and with greater precision.

Organic synthesis is the process of creating new and complex organic 
molecules from simpler ones. This practice is essential in many industries, 
including pharmaceuticals, agrochemicals, and materials science. Organic 
synthesis allows scientists to create new drugs, pesticides, and materials that 
can solve real-world problems and improve the quality of life.

Traditionally, organic synthesis has been a long and laborious process, 
requiring chemists to experimentally test many different reaction conditions 
to find the optimal conditions for a desired reaction. However, with the 
advent of computational devices and artificial intelligence, organic synthesis 
is being revolutionized. However, traditional organic synthesis methods 
are often time-consuming, expensive, and can involve the use of hazardous 
chemicals [1, 2]. This is where computational tools and techniques come 
in. By using computational methods, scientists can design and plan organic 
syntheses more efficiently and safely than before. Computational tools and 
techniques have already revolutionized many areas of chemistry and organic 
synthesis is no exception.
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Computational tools allow chemists to predict the outcomes of reactions 
with unprecedented accuracy, saving time and resources in the laboratory. By 
using computational simulations and machine learning algorithms, scientists 
can design new synthetic routes and predict the structures and properties of 
new compounds before they are even synthesized. This enables faster and 
more efficient drug discovery, materials development, and other applications 
in the field of organic synthesis.

The traditional approach to organic synthesis involves extensive experi-
mentation and trial and error, which can be time-consuming and costly. 
Chemists typically rely on their intuition, experience, and knowledge of 
chemical reactions to design synthetic pathways for new molecules. This 
process involves selecting starting materials, determining the appropriate 
reaction conditions, and optimizing reaction parameters to achieve the 
desired product. However, this approach is limited by the complexity of 
chemical reactions and the lack of a comprehensive understanding of reac-
tion mechanisms. As a result, the traditional approach to organic synthesis 
often leads to inefficient and suboptimal synthetic routes, as well as low 
yields of desired products. Moreover, this approach does not provide a 
systematic framework for designing and optimizing synthetic pathways for 
large-scale production of complex molecules. Therefore, there is a need for a 
more efficient and rational approach to organic synthesis that can overcome 
these limitations and enable the synthesis of complex molecules with high 
efficiency and precision. This is where computational tools come into play, 
revolutionizing the field of organic synthesis.

Traditional organic synthesis is a time-consuming and labor-intensive 
process. It requires multiple steps and often involves the use of hazardous 
chemicals and solvents. The process can also be inefficient, with low yields 
and the formation of unwanted byproducts. In addition, traditional organic 
synthesis is limited by the physical properties of the starting materials, which 
can restrict the types of compounds that can be synthesized.

Another limitation of traditional organic synthesis is the difficulty in 
predicting the properties of the synthesized compounds. This is because the 
properties of a compound are determined by its molecular structure, which 
can be difficult to predict based on the starting materials and the reaction 
conditions.

These limitations can be overcome through the use of computational tools in 
organic synthesis. Computational tools can be used to design new compounds 
with specific properties, predict the properties of synthesized compounds, 
and optimize reaction conditions to increase yields and reduce waste.  
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By combining computational tools with traditional organic synthesis, researchers 
can revolutionize the field of organic synthesis and accelerate the discovery 
of new compounds with potential applications in medicine, materials science, 
and other fields.

In this chapter, we will explore how computational tools and techniques 
are transforming organic synthesis, making it faster, safer, and more sustain-
able [3, 4]. We will look at some of the most exciting developments in this 
field and discuss how they could shape the future of organic synthesis.

3.2 THE CHALLENGES OF ORGANIC SYNTHESIS AND HOW 
COMPUTATIONAL TOOLS CAN HELP?

Organic synthesis is an essential field in chemistry that involves the produc-
tion of new organic compounds from simpler substances [5–7]. The process 
is time-consuming, requires a lot of effort and resources, and can be very 
challenging due to the complexity of the molecules involved. Traditional 
trial-and-error methods can take years to perfect, and even then, the yield of 
the desired product may be very low and some side product [8–10].

This is where computational tools and techniques come in. Computational 
chemistry has revolutionized the field of organic synthesis by providing 
valuable insights and enabling scientists to predict the outcome of chemical 
reactions before even stepping into the laboratory.

By using powerful algorithms and simulations, chemists can explore 
different reaction pathways, evaluate the energy requirements of each step, 
and identify potential roadblocks that may hinder the synthesis process. 
This information can then be used to optimize the reaction conditions, select 
the appropriate reagents, and ultimately increase the yield of the desired 
product.

Computational tools are changing the face of organic synthesis. In the 
past, scientists often had to rely on trial and error to find the best conditions 
for a reaction. This process could take years and was often tedious and 
frustrating. However, with the advent of computational tools, scientists can 
now predict the outcome of a reaction before it even takes place. This has 
revolutionized the field of organic synthesis and has led to the development 
of new and more efficient methods for synthesizing complex molecules.

Computational tools use algorithms and models to predict the outcome 
of a reaction based on the molecular properties of the reactants. This allows 
scientists to quickly identify the best reaction conditions and to optimize the 
reaction for maximum yield and purity. In addition, computational tools can 
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be used to design new molecules with specific properties, such as increased 
solubility or bioactivity.

One of the most exciting applications of computational tools in organic 
synthesis is the development of machine learning algorithms. These algo-
rithms can analyze vast amounts of data and identify patterns that would 
be impossible for humans to detect. This has led to the discovery of new 
reaction pathways and has helped scientists to design new molecules with 
unprecedented accuracy and efficiency.

Overall, the power of computational tools in organic synthesis cannot 
be overstated. These tools are changing the way we think about chemical 
reactions and are accelerating the discovery of new drugs, materials, and 
technologies. As computational tools continue to improve, we can expect 
even more exciting developments in the field of organic synthesis in the 
years to come.

Moreover, computational tools can also help chemists to design entirely 
new molecules with desirable properties, such as increased stability, 
selectivity, or bioactivity. This is especially valuable in drug discovery, 
where computational methods are extensively used to predict the potential 
efficiency and toxicity of new drug candidates before they are synthesized 
and tested in the lab.

Overall, the use of computational software and techniques is a game-
changer in the area of synthesis, enabling chemists to tackle some of the 
most challenging problems and accelerate the discovery of new compounds 
with unprecedented speed and efficiency.

3.3 COMPUTER-AIDED SYNTHESIS PLANNING: AN OVERVIEW

Computer-aided synthesis planning (CASP) is a relatively new concept in 
organic synthesis. It involves the use of computer algorithms and databases 
to predict the optimal synthesis ways for a given target molecule. CASP is 
considered to be a powerful tool for revolutionizing organic synthesis as it 
helps to expedite the process, reduce costs, and minimize the environmental 
impact of chemical synthesis [11].

At its core, CASP relies on the creation of a knowledge base that includes 
information on known chemical reactions, reaction conditions, the corre-
sponding products and side products. This database is then used by algorithms 
to generate a variety of possible synthesis routes for a target molecule. The 
algorithms take into account factors such as reaction yield, reaction time, 
and the availability of reagents to determine the optimal synthesis route [12].
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CASP techniques have become increasingly sophisticated in recent years, 
with new algorithms being developed that incorporate artificial intelligence, 
robotic computering and machine learning. These techniques are able to 
learn from previous syntheses and predict the most efficient way to produce 
a target molecule based on the available data. In addition to its potential 
applications in academic research, CASP has also gained significant interest 
from the pharmaceutical industry. The development of novel drugs involves 
the synthesis of complex molecules and CASP can help to reduce the cost of 
drug development and rapidity this process.

Overall, CASP represents a significant step forward in the field of chemical 
synthesis. It has the potential to revolutionize the way that new molecules are 
synthesized, making the process faster, cheaper, and more environmentally 
friendly.

Computer-aided design (CAD) has revolutionized the field of organic 
synthesis by enabling researchers to design new molecules and predict their 
properties without having to synthesize them experimentally. This not only 
saves time and resources, but also allows for the creation of new molecules 
that may have been impossible to synthesize otherwise.

CAD tools use algorithms to predict the properties of a molecule based 
on its structure, allowing researchers to design molecules with specific 
properties in mind. For example, a researcher could use CAD to design a 
molecule with a certain level of solubility, or a specific type of reactivity.

CAD tools can also be used to optimize the synthesis of existing 
molecules, by predicting the most efficient route for their production. This 
can be done by analyzing the reaction pathways involved in the synthesis 
and optimizing them to reduce waste and increase yield.

The use of CAD in organic synthesis has opened up new avenues of 
research and innovation, allowing researchers to create new molecules 
and materials with specific properties in mind. The power of CAD is only 
continuing to grow, as new algorithms and techniques are developed to 
further enhance its capabilities. As the field of organic synthesis continues 
to evolve, it is clear that CAD will play a pivotal role in shaping its future.

3.4 THE ROLE OF ARTIFICIAL INTELLIGENCE IN ORGANIC 
SYNTHESIS

Artificial intelligence (AI) is revolutionizing the way we approach organic 
synthesis. In the past, chemists would rely on their experience and intuition 
to plan and execute complex organic syntheses. However, with the advent of 
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AI, chemists now have powerful tools at their disposal to help them plan and 
execute syntheses more efficiently and effectively.

One of the key advantages of AI is its ability to analyze vast reaction data 
and categorize outlines and tendencies, that may not be instantly seeming 
to human chemists. This can help chemists to design better reactions and 
optimize reaction conditions, leading to improved yields and fewer side 
reactions.

Another important application of AI in organic synthesis is in the design 
of novel molecules. By analyzing large databases of chemical structures and 
properties, AI algorithms can help chemists to identify promising candidates 
for new drugs, materials, and other applications. This can save significant 
time and resources compared to traditional trial-and-error approaches.

Overall, the role of AI in organic synthesis is rapidly evolving, and it is 
likely to play progressively significant role in the future. As more powerful 
computational tools and algorithms become available, chemists will be able 
to design and execute complex syntheses with greater speed, efficiency, and 
accuracy than ever before.

3.5 MACHINE LEARNING TECHNIQUES FOR PREDICTING 
CHEMICAL REACTIVITY AND REACTANT COMPATIBILITY

One of the most exciting developments in the area of organic synthesis 
is the application of machine learning techniques for predicting chemical 
reactivity and reactant compatibility. These tools are revolutionizing the way 
chemists plan and execute their syntheses, allowing them to make faster, 
more informed decisions about which reactions to run and which compounds 
to use.

Machine learning plays a significant role in organic synthesis. It has 
revolutionized the way chemists approach the design and development of 
new compounds by making it easier to predict the outcomes of chemical 
reactions.

Traditionally, chemists have relied on their experience and intuition to 
design new compounds, which is a time-consuming and often trial-and-error 
process. Machine learning algorithms, on the other hand, can analyze vast 
amounts of data and identify patterns that are not easily detected by humans.

One example of how machine learning is being used in organic synthesis 
is in the prediction of reaction outcomes. By inputting data on the starting 
materials, reagents, and reaction conditions, machine learning algorithms 
can predict the most likely products of the reaction. This can save chemists 
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a significant amount of time and resources by allowing them to focus on the 
most promising reactions.

Another way machine learning is being used in organic synthesis is in 
the design of new compounds. By analyzing the structures and properties 
of known compounds, machine learning algorithms can generate new 
compound designs that are likely to have the desired properties. This can 
be particularly useful in drug discovery, where chemists are looking for 
compounds that will be effective at treating a particular disease.

Machine learning algorithms work by analyzing large datasets of chemical 
reactions and identifying patterns and correlations between different param-
eters, such as reaction conditions, reagent properties, and reaction outcomes. 
By training these algorithms on vast libraries of chemical data, researchers 
can create predictive models that can accurately forecast the behavior of new 
compounds and reactions.

One of the key advantages of these models is that they can identify subtle 
relationships between different chemical properties that might be difficult 
for a human chemist to discern. For example, a machine learning algorithm 
might be able to envisage how a precise compound will react with a certain 
reagent based on its molecular structure, electronic properties, and previous 
reaction history, even if these factors are not immediately obvious to a human 
observer.

As these tools continue to evolve and become more sophisticated, they are 
likely to play progressively significant role in the area of organic synthesis, 
enabling chemists to tackle complex synthetic challenges with greater speed 
and efficiency than ever before.

Overall, the role of machine learning in organic synthesis is becoming 
increasingly important as chemists look for ways to design new compounds 
more efficiently and accurately. By combining the power of computational 
tools with human expertise, we are poised to make significant breakthroughs 
in the field of organic synthesis.

3.6 COMPUTER-ASSISTED RETROSYNTHESIS PLANNING: 
CURRENT STATE OF THE ART

Computational tools have revolutionized the way organic synthesis is 
approached and executed. The success of these tools can be seen in numerous 
case studies, where they have enabled researchers to achieve their goals more 
efficiently and effectively than ever before.
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One such example is the work of Barbara and colleagues [13], who 
employed computational tools to design a novel synthesis route for a 
complex natural product. Using a combination of density functional theory 
calculations and molecular docking simulations, they were able to identify a 
key intermediate and optimize reaction conditions to achieve a high-yielding 
and stereoselective synthesis in just six steps.

Another successful example is the work of Wang and coworkers [14], 
who utilized machine learning algorithms to analyze reaction data and 
predict optimal reaction conditions for a range of reactions. This approach 
allowed them to rapidly optimize reaction conditions and achieve high yields 
of target products, while minimizing waste and reducing the need for trial-
and-error experimentation.

These case studies demonstrate the vast potential of computational tools 
in organic synthesis, and the exciting possibilities for future research. With 
the continued development and refinement of these tools, we can expect to 
see even more groundbreaking advances in the field of organic synthesis.

Computer-assisted retrosynthesis planning is a powerful tool that has 
revolutionized the world of organic synthesis. It allows chemists to efficiently 
design synthetic pathways to complex molecules, significantly reducing the 
time and cost required for synthesis. The present state of the creative skill in 
computer-assisted retrosynthesis planning involves the use of sophisticated 
algorithms and machine learning techniques to predict viable synthetic routes.

One of the key advantages of computer-assisted retrosynthesis planning is 
that it allows chemists to consider a much wider range of potential synthetic 
pathways than would otherwise be possible. By inputting the target molecule 
into a computer program, the chemist can rapidly explore a vast number of 
possible synthetic routes and evaluate their feasibility based on a range of 
criteria, such as cost, efficiency, and environmental impact.

Another important aspect of current computer-assisted retrosynthesis 
planning is the integration of machine learning techniques. By training 
machine learning models on large databases of known reactions and synthesis 
pathways, these tools can predict the most likely synthetic pathways for a 
given target molecule with a high degree of accuracy. This can significantly 
reduce the time and cost required for synthetic planning, and also enable 
more efficient use of resources in the laboratory.

AIPHOS scheme is prediction focused on the reaction generator of the 
system for organic synthesis planning, design, and reaction [15].

Overall, the current state of the art in computer-assisted retrosynthesis 
planning represents a main advance in the area of organic synthesis, with the 
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potential to greatly accelerate the discovery and development of new drugs, 
materials, and other chemicals. As these tools continue to evolve, they are 
probable to show an increasingly important part in the chemical industry and 
academic research alike [16].

3.7 SUCCESSFUL APPLICATIONS OF COMPUTATIONAL 
TECHNIQUES FOR SYNTHESIS PLANNING

Computational tools and techniques for synthesis planning have revolutionized 
the area of organic synthesis Table 3.1, leading to the discovery of new 
molecules and compounds that were previously impossible to achieve through 
traditional methods. Here are some examples of successful applications of these 
techniques [17].

TABLE 3.1  Computer-Assisted Organic Synthesis (CAOS)

SL. No. Computer Software Concept
1. Spaya Retrosynthetic analysis
2. IBM Rxn Chemical procedure
3. AiZynthFinder Retrosynthesis planning and predict 

synthesis routes
4. Manifold Molecule searching
5. Organic synthesis exploration tool Open-source software
6. SynGen modest organic synthetic routes
7. SYLVIA Organic structure
8. Chem Planner Synthetic routes
9. ICSYNTH Synthesis paths for target molecules
10. Synthia (Chematica) Synthesis paths
11. ASKCOS Planning for synthesis
12. LHASA Proprietary software
13. CHIRON Proprietary software
14. WODCA Proprietary software
Source: Adapted from Ref. [18].

3.7.1 TOTAL SYNTHESIS

This molecule was synthesized by a team of researchers who used compu-
tational methods to plan the synthesis route. The team used a retrosynthetic 
analysis to identify the key intermediates and the final target molecule.  
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The synthesis was successful, and the final product was produced with a high 
yield.

3.7.2 SYNTHESIS OF A NATURAL PRODUCT

A team of researchers used computational tools to plan the synthesis of a 
natural product, which had previously been synthesized using traditional 
methods with low yields. The researchers used a combination of computa-
tional methods and experimental data to design a new synthesis route, which 
resulted in an increased yield of the final product.

3.7.3 SYNTHESIS OF A NEW CLASS OF COMPOUNDS

Computational methods have also been used to design the synthesis of new 
programs of compounds. Researchers used computational methods to design 
the synthesis of a new class of compounds called iminosugars, which have 
potential applications in the treatment of viral infections.

Overall, the successful applications of computational tools and techniques 
for synthesis planning have led to new discoveries and advancements in 
the field of organic synthesis. These techniques have enabled researchers 
to design and synthesize complex molecules with higher yields and greater 
efficiency, ultimately leading to new drugs, materials, and technologies.

3.8 LIMITATIONS AND FUTURE DIRECTIONS OF COMPUTATIONAL 
ORGANIC SYNTHESIS

While computational organic synthesis has made significant strides in 
recent years, there are still limitations to what it can achieve. One of the 
important restrictions is the absence of availability of detailed reaction 
information in some cases. In addition, the lack of accuracy of some 
computational methods can lead to incorrect predictions or incomplete 
reaction pathways.

While computational tools have certainly revolutionized the field of 
organic synthesis, there are still some limitations to their use. One major 
challenge is the accuracy of the models used in these tools. While it can 
provide a valuable starting point for designing new molecules and predicting 
their properties, the models themselves are only as good as the data used to 
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create them. This means that there is often a trade-off between accuracy and 
computational efficiency.

Another challenge is the complexity of the molecules being designed. As 
the size and complexity of the molecule increases, so does the computational 
cost of modeling it. This can make it difficult to design molecules with a high 
degree of accuracy and can limit the scope of what can be achieved using 
these tools.

Finally, there are limitations to the types of reactions that can be modeled 
using computational tools. While many common reactions can be accurately 
modeled, there are still some that are too complex or poorly understood to 
be modeled effectively.

Despite these limitations, computational tools are still a valuable asset 
in the field of organic synthesis. By providing a way to design and optimize 
new molecules quickly and efficiently, they have the potential to significantly 
accelerate the drug discovery process and unlock new treatments for a wide 
range of diseases.

The future of organic synthesis is incredibly bright with the develop-
ment of computational tools for chemists. These tools allow researchers to 
predict and optimize chemical reactions, saving time and resources while 
also reducing the environmental impact of the synthesis process.

Computational tools can accurately predict reaction outcomes, suggesting 
alternative reaction pathways to achieve a desired product with higher yield 
or selectivity. This means that chemists can quickly evaluate a range of 
possibilities and optimize their experiments before actually conducting them 
in the lab.

Furthermore, computational tools can also predict the properties of the 
compounds synthesized, including their reactivity, stability, and toxicity. 
This information can help chemists to design safer and more eco-friendly 
synthesis pathways, reducing the negative impact on the environment and 
human health.

With the power of computational tools, organic synthesis can be revolu-
tionized, making it faster, more efficient, and more sustainable. As these tools 
continue to advance, we will likely see even more breakthroughs in the field 
of organic synthesis, leading to new discoveries, improved processes, and a 
better understanding of chemical reactions.

Future directions for computational organic synthesis include the develop-
ment of more accurate and efficient computational tools and techniques. This 
can involve the integration of different computational methods and the explora-
tion of new algorithms that can improve accuracy and reliability.
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Another future direction is the incorporation of artificial intelligence and 
machine learning into computational organic synthesis. This can involve the 
use of data-driven approaches to identify patterns and trends in reaction data, 
which can help to develop more accurate prediction models.

Finally, there is a need for the development of more user-friendly compu-
tational tools and platforms that can be used by both experts and non-experts 
in the area of organic synthesis. This can involve the creation of more intui-
tive graphical user interfaces, as well as the development of online resources 
and databases that can be accessed by anyone with an internet connection.

Overall, the area of computational organic synthesis is constantly 
evolving and improving, and there is no doubt that it will remain to show 
progressively important part in the planning and design of organic synthesis 
reactions in the future.

3.9 CONCLUSIONS AND IMPLICATIONS FOR THE UPCOMING OF 
ORGANIC SYNTHESIS AND DRUG DISCOVERY

In conclusion, the area of organic synthesis and drug discovery has been 
revolutionized by the practice of computational devices and techniques for 
planning. The ability to predict and design chemical reactions using compu-
tational models has significantly reduced the time and resources required for 
drug discovery and development. This has enabled scientists to focus more 
on the discovery of new drugs and less on the trial-and-error process.

Moreover, the use of machine learning algorithms has made it possible 
to predict the properties of new compounds before they are synthesized, 
making the process more efficient and cost-effective. With the availability of 
large datasets and the increasing computing power of modern computers, the 
potential for using computational tools and techniques in organic synthesis 
and drug discovery is limitless.

The implications of these advancements are far-reaching. The practice 
of computational representations to design new drugs has the potential to 
significantly reduce the time and cost involved in bringing new medicines to 
market. It also has the potential to reduce the use of animal testing in drug 
development, as many of the experiments can be conducted virtually.

The use of computational tools has revolutionized the field of organic 
synthesis. With the ability to predict reaction outcomes, optimize reaction 
conditions, and design novel molecules, computational tools have the poten-
tial to greatly impact the future of organic chemistry.
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One of the biggest advantages of these tools is their ability to save time 
and resources. By predicting what reactions will work best and optimizing 
reaction conditions before ever stepping foot in the lab, chemists can avoid 
wasting time on unsuccessful experiments. This also saves money on expen-
sive reagents and equipment.

Another potential impact of computational tools is their ability to design 
new molecules with specific properties. By inputting desired properties into 
the program, chemists can generate a list of potential molecules that meet 
those criteria. This opens up a world of possibilities for drug design, mate-
rials science, and more.

Overall, the use of computational tools in organic synthesis has already 
made a significant impact and has the potential to continue to revolutionize 
the field in the years to come. As technology advances and these tools 
become more sophisticated, the possibilities for what we can achieve in 
organic synthesis will only continue to grow.

In the future, we can expect to see more advancements in the field of 
organic synthesis, with an increasing focus on the use of computational tools 
and techniques. As the technology continues to evolve, we can expect to 
see even greater efficiencies in the drug discovery process, leading to the 
development of new and more effective medicines.

3.10 FINAL ASSESSMENTS: THE PROMISE AND POTENTIAL 
OF COMPUTATIONAL TOOLS FOR REVOLUTIONIZING ORGANIC 
SYNTHESIS

In conclusion, the promise and potential of computational tools for revo-
lutionizing organic synthesis cannot be overstated. These tools are already 
making significant strides in the field, from predicting reaction outcomes 
to identifying new synthetic routes and optimizing reaction conditions. As 
technology continues to advance, the possibilities for what can be achieved 
through computational tools and techniques will only continue to grow.

However, it is important to note that these tools should not be seen as a 
replacement for traditional organic synthesis methods. Rather, they should 
be viewed as complementary tools that can enhance and improve the overall 
process.

Furthermore, the successful implementation of these tools and techniques 
requires a collaborative effort between chemists, computer scientists, and 
other experts in related fields. Together, they can work to develop new and 
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innovative approaches to organic synthesis that will drive the field forward 
and lead to new discoveries and breakthroughs.

The development of these tools has significantly reduced the time 
and resources required for synthesizing new compounds, making organic 
synthesis more efficient and accessible than ever before. We are excited to 
see where this technology will go in the future and how it will continue to 
shape the field of organic synthesis and keep an eye out for more exciting 
developments in this field.
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CHAPTER 4

ABSTRACT

Artificial intelligence (AI) is the term used to describe the creation of 
computer systems that are capable of undertaking tasks that tradition-
ally require human intelligence. AI aims to build machines that can 
learn and reason similarly to people, and that are capable of adapting 
to new circumstances and tasks. AI is a quickly developing field that 
is revolutionizing a variety of sectors, including chemistry and pharma-
ceutical sciences. To cover the broad range of application of AI in the 
field of chemistry and pharmaceutical sciences, research in AI is rapidly 
evolving. In order to obtain a competitive advantage, businesses, and 
individuals are actively working to patent their AI-based technologies 
and to safeguard the intellectual property associated with inventions and 
advancements in the field of AI, patents has filed. This chapter focuses 
on the patent filing trends on the application of artificial intelligence, the 
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year wise review of patent filing trend, the most promising applicants 
and technology, obstacles for protection AI associated inventions and 
challenges, the might present incapability of current patent laws and the 
future of AI associated patents.

4.1 INTRODUCTION

Artificial intelligence (AI) aims to develop intelligent machines that can 
perform tasks that usually call for human intelligence. Because it has 
the potential to transform many aspects of our lives and industries, AI is 
important. Because it has capabilities to automate tedious and repetitive 
tasks, which increase efficiency and productivity, analyze data patterns, 
spot trends, and extract insightful information, AI has the potential to 
transform a variety of facets of our lives and industries. These capabilities 
also enable businesses and organizations to make data-driven decisions 
and gain a competitive edge. AI has advanced so quickly because of these 
incredible defining features. Hence, research in the field of AI is inevitable 
to increase the application in various fields. To achieve competitive growth 
it is always advisable to protect the research through Patents. This chapter 
focuses on the patenting the AI specifically in the area of Chemistry and 
Pharmaceuticals [1]. For inventions to be patentable it’s important to prove 
the patentability of the invention. AI is considered as branch of computer 
sciences hence Inventions involving AI is considered as computer related 
invention (CII). Patent offices around the world have varying policies 
regarding computer-implemented innovations. Because of AI’s capabilities 
in a number of technical fields, patent applications utilizing AI are becoming 
more prevalent.

The involvement of AI in Chemistry and the healthcare field in increasing 
drastically from the last decade. The inventions involving AI have been 
filed by many inventors in various jurisdictions. This chapter provides an 
overview of patent applications related to chemistry and pharmaceutical 
sciences involving AI, the most prominent technology is focused in the field 
that diversifies through AI. In the last decades debate has been carried out 
for patentability of AI involving invention. It is important to understand the 
technology trend that helps to forecast the advancement in the domains of 
chemistry and pharmaceutical sector. The current status of AI-associated 
inventions and forecasting the research strategies for inventions in pharma-
ceutical and chemistry associated with AI.
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4.2 ARTIFICIAL INTELLIGENCE: CHEMICAL AND 
PHARMACEUTICAL SCIENCE

Due to the potential to revolutionize several facets of drug discovery, 
development, and production, AI in chemical and pharmaceutical research 
has witnessed an increase in patent applications [1]. Researchers are looking 
for ways to protect AI-assisted creations through a variety of intellectual 
property rights, with patents being the most common [2]. While protecting 
AI-assisted inventions it is important to consider a few factors such as 
What was the invention? Clearly state the particular AI-based technology 
or approach at the invention’s foundation, perform a thorough prior art 
search to make sure the innovation is new and not apparent in light of 
already available technology. To show an innovative step, highlight the 
special qualities, technological developments, or novel uses of AI in the 
chemical and pharmaceutical industries [3]. Draught a thorough patent 
specification that describes the invention’s technical details and possible 
uses. Describe how AI technology helps drug development, optimizes 
chemical or pharmaceutical processes, or offers a fresh approach to a 
particular issue in the industry. Describe the data sources, preparation 
procedures, and data analysis techniques used if the AI innovation makes 
use of data. Clearly describe the benefits or technical impacts that AI 
technology may provide to the fields of chemical and pharmaceutical 
science. Provide experimental facts or examples to support your claims 
about the effectiveness, performance, or superiority of your AI-based 
technology over current techniques wherever you can. Experimental data 
can support the claimed technological effects and strengthen the patent 
application. Create claims that outline the boundaries of the invention and 
address any unique or specialized characteristics of AI technology [4]. The 
innovation, inventive step, and practical applications of the AI invention 
in the chemical and pharmaceutical domains should all be captured in the 
claims, which should be properly worded.

Collaboration and legal knowledge: It is desirable to work with specialists 
in both AI technology and patent law given the complexity of patent law 
and the relationship between it and AI. Due to the recent advancements in 
computer related inventions and their examination criteria. Its more feasible to 
file the patent application related AI. Still, the patent approval mainly depends 
upon the countries own patent laws. This chapter will cover the patenting 
of artificial intelligence applications in the chemical and pharmaceutical 
sciences.
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4.2.1 IMPACT OF AI IN CHEMICAL AND PHARMACEUTICAL SCIENCES

Chemical and pharmaceutical sciences have been greatly impacted by AI, 
which has impacted several fields of study, development, and drug discovery. 
Here are some significant areas where AI is making a difference. Figure 4.1 
illustrates the application of AI in the pharmaceutical sector. AI is accelerating 
the drug discovery [5] process by assisting in the identification of potential 
drug candidates and optimizing their attributes. AI systems can scan huge 
chemical databases [6], predict molecular structures, and determine which 
proteins they are likely to bind to. By helping researchers focus their search 
for prospective drug candidates, this helps save time and money. Artificial 
intelligence (AI) methods like molecular docking and machine learning 
enable virtual screening and lead optimization. AI systems are able to predict 
a compound’s potential as a medication and offer recommendations. AI 
systems are able to predict the likelihood that a chemical will turn into a 
successful medicine and provide recommendations for alterations to enhance 
its properties. This aids in the optimization of leads and the identification 
of compounds with excellent potential for development. AI can predict the 
toxicity and safety profiles of chemical compounds toxicological evaluation 
and predictive modeling. Machine learning algorithms that have been trained 
on large datasets can assess potential side effects and help choose compounds 
with lower risks in order to increase drug safety [7].

To help generate pharmaceuticals with greater solubility, stability, and 
bioavailability, AI can assist with formulation development and optimiza-
tion [8]. Better efficacy and patient compliance are ensured as a result of 
improving drug delivery. AI can optimize chemical processes by analyzing 
large datasets and identifying variables that influence reaction results. Waste 
is reduced, procedures are more effective, and money is saved as a result. AI 
is helpful in the discovery and development of innovative materials with the 
required properties.

Utilizing material databases and atomic-level models, AI algorithms 
can foresee novel materials with specific qualities for use in industries like 
energy storage, catalysis, and electronics. Thanks to AI, researchers may 
now identify new research areas and make data-driven decisions.

4.2.1.1 DATA COLLECTION AND ANALYSIS

We have retrieved patent data from various patent search engine database and 
exported on May 17, 2023. Every entry indicates a patent family, which is a 
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collection of connected innovations submitted to one or more patent bodies 
[9]. Patent numbers, priority application data, titles, application details, 
designated states, inventors, IPC categorization numbers, patent details, cited 
patents, and referenced publications are important components of records. All 
these patent-related data are shown as a single patent. Out of 10,558 entries, 
4,589 remain after duplicates are removed from an individual patent domain 
[10]. On an Excel sheet, the information on assignees and the number of 
patents is cleaned, sorted, and rearranged (Table 4.1).

FIGURE 4.1  Application of AI in the pharmaceutical sector.

4.3 PATENTING TRENDS

Over the years, there has been an increasing number of patent requests 
pertaining to AI. With businesses, academic organizations, and individ-
uals all vying for patent protection for their AI-based technologies and 
algorithms, AI has become a highly competitive field. AI application has 
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been growing significantly in the chemical and pharmaceutical indus-
tries, which has increased the number of patent applications for AI-based 
technology [11]. It is important to analyzes the impact of artificial intel-
ligence and their applications in research and development specifically 
in chemical and pharmaceutical sector. Figure 4.2 shows the patent filing 
trend for AI-assisted inventions particularly in Pharmaceuticals. There 
is increase in the patent filing by year 2017 and it is continued to be 
increasing.

TABLE 4.1  Search Strategy Used

Search Strategy TAC: (((“artificial intelligence” OR (Artificial Intelligence Device 
OR Machine Learning OR Neural Network OR Data Source OR 
Artificial Intelligence Entity OR AI Solution OR Sensor Data OR 
Information Processing Apparatus OR Artificial Intelligence-based OR 
Optimization Data)) AND (Smart Contract OR Intelligence Service)))

Time Period All years (till 2023)
Date of Retrieval May 17, 2023
Database Used USPTO

EPO

Patentscope

FIGURE 4.2  Patent application filed yearly covering AI-assisted in chemical and pharma-
ceutical sector.
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It is also important to understand the ratio of filed and granted patenting 
trend. Figure 4.3 illustrates the patent filed and granted in year from 2014 
till 2022.

FIGURE 4.3  Patent filing trend.

The number of patent applications has been increasing from 2014 till 
2021. The application filing to grant ratio illustrates the evolution of patent 
law in relation to AI applications. The patent laws have been evolved to 
accept patentability of the inventions in the field of AI [12]. Figure 4.3 
specifically highlights the increase in the patent grant of AI applications after 
2020 which motivates the inventors working in the field of application of AI 
for chemical and pharmaceutical sectors.

4.3.1 PATENT FILING ON APPLICATION OF AI IN HEALTH SCIENCES

One has to understand the patentability criteria raised for AI-assisted inven-
tion in chemical and pharmaceutical sector to overcome the patent rejection. 
Now, we will understand the patent filed in the health science sector covering 
biotechnology, organic chemistry, medical technology and pharmaceutical.

The biotechnology field has larger number of patents filed. The applica-
tion of AI in the field of biotechnology includes research related to activate 
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the immune system based on AI [13] and deep learning technology, 
Bioanalyte signal amplification and detection with artificial intelligence 
diagnosis, etc. Pharmaceutical sector has second largest patent filing based 
on AI which includes AI based stability indicating methods and valida-
tion [14], chemical test tube AI cleaning devices [15], self-driving type AI 
material, preparation method and application in imaging analysis detection 
and drug controlled release [16], application of AI in detecting all type of 
cancer [17], thermocycler reaction control [18], approach, and technique 
for investigating the relationships between pharmacological side effects 
and therapeutic applications [17] (Figure 4.4 and Table 4.2). The signifi-
cant AI-assisted patent applications for pharmaceutical products are listed 
in Table 4.2.

FIGURE 4.4  Patent filing in the field of AI in health science.

4.3.2 PATENT FILING TREND FOR VARIOUS TECHNOLOGIES IN 
PHARMACEUTICALS

Each patent application that has been submitted has been categorized 
according to the technology that the relevant patent covers. The IPC codes 
used to classify the technology associated with patents. Figure 4.5 illustrates 
the frequency of IPC codes for AI-assisted patents in pharmaceuticals. IPC 
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TABLE 4.2  AI-Assisted Patent Applications for Pharmaceutical Products

SL. No. Patent Application No. Owner Technology Focus
1. WO2021234522A1 IBM Corp. (US) Filtering artificial intelligence designed molecules for laboratory testing [20].
2. WO2021262857A1 Pfizer Inc. Computerized decision support tool and medical device for scratch detection and 

flare prediction [21].
3. WO2021080999A1 Sanofi Pasteur Inc. Prediction systems and techniques for biological reactions [22].
4. WO2020US56507 Sanofi Pasteur Inc. Systems and methods for designing vaccines [23].
5. WO2020/058174 DeepMind The alpha fold challenges the folding of proteins and enables protein form to be 

predicted from the sequence of amino acids [24].
6. EP2241335B1 Biodesix Assessing how a patient reacts to treatment by using mass spectrometry to 

analyze the patient’s characteristics [25].
7. EP3140763B Atomwise A system for estimating a molecule’s affinity for a given target protein [26].
8. US13971072 International Business 

Machines Corp.
Method and technique for investigating the relationships between 
pharmacological side effects and therapeutic uses [17].

9. WO2021030270A1 Sanofi SA Predicting patient responses to a chemical substance [28].
10. WO2020170165A1 Johnson & Johnson 

Consumer Inc. (US)
New goals and techniques for skin care treatments using artificial intelligence [29].

11. WO2019231917A1 Takeda Pharma Co. Ltd. Systems and techniques for automated production and supply chain tracking and 
optimization based on the effects of post-approval alterations [30].
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graph shows the novel patterns [31]. Most frequently used IPC codes for 
AI-related patents in Pharmaceuticals are G16H, G06Q, G06F, G06N, G01N, 
H04L, A61K, A61B, G16B, and C12Q. G16H is high used IPC code which 
deals with the healthcare informatics specifically for medical and health-
care data, G06Q is related to information and communication technology 
for managerial used. G06Q covers the patens based on AI for personalized 
medicine and clinical trials. G01N is also frequently used for the technology 
covering patents using AI for product and biomaterial analysis (Table 4.3).

FIGURE 4.5  Frequency of IPC codes for AI-related patents in pharmaceuticals.

4.3.3 APPLICANT’S CATEGORY-BASED PATENT FILING TREND

According to the WIPO report [32], the most prominent patent assignees are 
IBM, Microsoft, Toshiba, Samsung. The top patent assignees, however, tend to 
be profound experts in each single subject of AI when we examine more deeply 
within each one. Figure 4.6 illustrates the category of applicants and their patent 
filing in AI-assisted technology for pharmaceutical and chemical sector. The 
applicant dealing with pharmaceutical preparation and products are the highest 
category of applicants filing the AI-assisted patents. The medical and dental.
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TABLE 4.3  Description of IPC Codes

IPC Code Description
G16H Informatics in healthcare, i.e., Specially designed information and communication 

technology (ICT) for implementing or analyzing medical or healthcare data.
G06Q Systems or procedures specifically designed for administrative, commercial, 

financial, management, or supervisory objectives, information, and 
communication technology (ICT) specifically fitted for these purposes.

G06F Analyzing electrical digital information.
G06N Arrangements for information technology based on certain simulations.
G01N Examining or assessing materials by figuring out their chemistry or physics.
H04L Electronic data transfer, such as telegraph communication.
A61K The plans for health, dental, or personal care needs.
A61B Diagnosis; surgery; identification.
G16B Information and communication technology (ICT) tailored specifically for the 

processing of genome or protein-related information in computation molecular 
biology is known as bioinformatics.

C12Q Preparing such compositions; measuring or evaluating methods Utilizing enzymes, 
amino acids, or microbes; components or test papers for such procedures; control 
that is condition-responsive in microbial or enzymatic processes.

FIGURE 4.6  AI-assisted patents filed by applicant with specific category.

The application of AI towards the pharmaceutical and biomedical indus-
tries has advanced from science fiction to reality during the past several 
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years. Pharma and biotech firms are increasingly using more efficient, auto-
mated processes that combine information-driven options and make use 
of statistical analysis technologies. Strategic patenting by pharmaceutical 
companies – should competition law intervene? [33]. By establishing and 
maintaining a robust patent portfolio, pharmaceutical businesses may be 
able to recuperate the expenditure required to find, develop, and get approval 
from the market for an innovative drug product. Companies should build 
patent awareness across the organization and methods for finding patent-
able ideas in order to maximize patent protection and value. They should 
also prepare applications with a view upon monetization. Additionally, 
businesses should diligently oversee their patent portfolios, concentrating 
on highly valuable inventions [34]. The research in the area of AI is more 
computational and engineered, hence it is important to understand the 
type of applicant working in the field. Figure 4.6 illustrates the difference 
category of applicants doing AI-assisted research in pharmaceutical field. 
The highest filing was done by applicants dealing with the basic pharma-
ceutical sectors. Table 4.4 listed the category of applicants and filed Patent 
related to AI.

TABLE 4.4  Category of Applicant Filed Patent in AI

Industry No. of. Records

Basic pharmaceutical products and pharmaceutical preparation. 105

Supplies and equipment for dentistry and medicine. 83

Measuring, testing, and navigation instruments. 57

Computers and peripheral equipment. 38

Equipment for electro medicine and electrotherapy is irradiated. 12

Consulting in software development and related tasks. 11

Other general purpose machinery. 8

Fundamental kinds of artificial rubber, plastics, nitrogen compounds, and 
basic chemical fertilizers.

7

Communication equipment. 6

Other chemical products. 3

4.3.3.1 CURRENT ASSIGNEE

Figure 4.7 illustrates the key players in the field. The many pharmaceu-
tical companies are working towards innovating the AI application in the 
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pharmaceutical and chemical field. The Takeda, Medi sync, DuPont, Sanofi 
are few key players form pharmaceuticals.

FIGURE 4.7  Key players in the field.

4.4 PATENT FILING IN THE KEY AREA OF PHARMACEUTICALS

In drug discovery and development where AI and pharmaceuticals merge, 
patent applications are becoming more and more concentrated on a few 
important areas. The following are a few of the primary areas where patents 
pertaining to AI are being sought (Figure 4.8).

FIGURE 4.8  Patent filing in pharmaceutical key areas.
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4.4.1 PATENT FILING FOR ARTIFICIAL INTELLIGENCE ASSISTED IN 
DRUG DISCOVERIES AND DEVELOPMENT

AI utilization has been growing significantly in the chemical and pharma-
ceutical industries, which has increased the number of patent applications 
for AI-based technology and applications [35]. The total patents filed in AI 
assisted technology in the pharmaceutical sector out which 12% has been 
filed for drug discovery and development. Here are some AI-specific areas 
catering the AI in the chemical and pharmaceutical industries:

4.4.1.1 DRUG TARGET IDENTIFICATION

To find possible drug targets, AI systems may examine enormous volumes 
of biological and chemical data. AI can assist researchers in identifying 
specific molecules or proteins that may be potential targets for pharmaco-
logical intervention by analyzing genetic data, protein structures, and disease 
pathways [36].

4.4.1.2 DRUG DESIGN AND OPTIMIZATION

AI can help in drug candidate design and optimization. Molecular structures 
may be analyzed by machine learning algorithms, which can then be used 
to forecast qualities like solubility, bioavailability, and toxicity. This helps 
researchers to choose medication options with the best chances of success 
and optimize drug candidate selection.

4.4.1.3 VIRTUAL SCREENING

AI systems can uncover prospective therapeutic candidates by virtually scanning 
huge databases of chemicals. AI can focus the search for interesting compounds 
by examining chemical characteristics while juxtaposing them with recognized 
drug-target interactions, which can help in the early phases of drug discovery 
by saving time and resources [37]. Using predictive analytics, massive datasets 
may be analyzed to forecast therapeutic effectiveness, safety, and side effects. 
AI systems may find trends and forecast the success or failure of drug candi-
dates by combining many data sources, including clinical data, genomes, and 
molecular data. This aids in prioritizing and focusing research efforts.
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4.4.1.4 DRUG REPURPOSING

AI can assist in finding novel therapeutic applications for already-approved 
medications. Massive datasets, as those from electronic health records, 
clinical trial data, and scientific literature, can be analyzed by AI algorithms 
to uncover previously unknown relationships between medications and 
disorders [38]. This facilitates the repurposing of already-approved medica-
tions for use in new indications, speeding up the drug development process.

4.4.1.5 CLINICAL TRIAL OPTIMIZATION

AI can improve patient selection and clinical trial design [39] Artificial 
Intelligence (AI) to Improve Clinical Trial Volunteer Prescreening: A 
Comparative Analysis of the Results of AI-Assisted vs. Standard Procedures 
in Three Cancer Trials. AI algorithms can pinpoint types of patients that are 
more likely to react to a certain medicine by examining patient data, such as 
genomes, demographics, and medical history. Clinical studies may then be 
conducted more quickly and effectively, for less money, thanks to this.

4.4.1.6 DRUG SAFETY

AI can assist in predicting probable adverse effects and medication toxicity. 
AI algorithms can determine the possibility of bad responses by examining 
chemical structures, biological facts, and previous medication safety data. 
Researchers can optimize medication safety profiles and reduce drug 
development-related hazards with the use of this knowledge.

4.4.1.6.1 AI-Driven Drug Development

AI-driven drug developments have attracted a lot of interest. Investments in 
AI technology is being made by pharmaceutical corporations and research 
organizations to hasten the identification of new medication candidates and 
the optimization of their features. As a result, there has been an increase in 
patent applications for AI-driven drug discovery techniques such molecular 
docking, virtual screening, and predictive modeling.

AI is being used in computational chemistry to describe and simulate 
chemical interactions, forecast the features of molecules, and create new 
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chemicals. In this field, software tools and AI algorithms that facilitate effec-
tive virtual screening, structure-based drug design, and chemical reaction 
optimization are frequently covered by patents.

Leading pharmaceutical corporations are currently working with or 
acquired AI technologies are Roche, Pfizer, Merck, AstraZeneca, GSK, 
Sanofi, AbbVie, Bristol-Myers Squibb, and Johnson & Johnson [40].

4.4.2 PATIENT FILING FOR APPLICATION OF ARTIFICIAL 
INTELLIGENCE IN PERSONALIZED MEDICINE

AI can aid in the advancement of personalized medicine and therapy 
optimization by analyzing patient data such as genetics, medical histories, 
and clinical records. Machine learning algorithms can be used to anticipate 
patient outcomes, optimize dose, and choose the best course of treatment. 
Delivering personalized therapy is made simpler as a result, improving 
patient care and treatment effectiveness [41] The use of AI in personalized 
medicine and their protection through patent us still the matter of debate. 
Incentivizing investments in their research and development with exclusive 
rights cannot be challenged if AIs and personalized medicine clearly benefit 
society. But a deeper look indicates that at least two unique areas require 
more investigation. What features of AIs and the products that they produce 
should be protected first and foremost. The second problem is whether we 
should direct it towards one sort of IP over another, taking into consideration 
issues with technological development, data quality, and the requirement for 
disclosure [42]. In personalized medicine, where treatments and healthcare 
choices are made for specific individuals based on their particular traits and 
medical data, AI has major uses. Here are some significant applications of 
AI in personalized medicine:

1.	 Precision Diagnostics: To aid in precise and early illness detection, 
AI algorithms may examine significant amounts of patient data, 
particularly medical records, genetic data, imaging data, and sensor 
profiles. AI has the ability to identify tiny connections and patterns 
that human physicians would miss, resulting in quicker and more 
accurate diagnosis [43].

2.	 Analytics for Prediction and Risk Assessment: By fusing infor-
mation about patients with population-level statistics and academic 
research, AI can assist in predicting illness development, responses 
to therapy, and patient outcomes. AI models may find risk elements, 



Patenting Artificial Intelligence-Based Technologies	 89

biomarkers, and genetic indicators that contribute to the onset or 
progression of illnesses by analyzing a variety of datasets. This 
makes it possible for medical experts to identify the hazards specific 
to each patient and decide on an early course of therapy.

3.	 Treatment Choice and Optimization: AI can help in making the 
best treatment decisions for certain patients. AI algorithms can offer 
insights on which therapies are most likely to be helpful and which 
may have possible negative effects by examining patient-specific 
data, including genomic profiles, medical histories, and treatment 
outcomes. This encourages the planning and improvement of indi-
vidualized care.

4.	 Clinical Decision-Making Systems: based on artificial intelligence 
systems for clinical decision-making can help medical professionals 
make judgements about treatments that are supported by the available 
research. AI systems are able to offer customized suggestions, dose 
modifications, and treatment tracking strategies by fusing patient 
data, medical advice, and academic research. Both the quality of care 
and patient safety are enhanced as a result.

5.	 Remote Monitoring with Wearable Tech: AI may examine data from 
wearable tech, such as fitness bands or smartwatches, to assess patient 
health metrics in real time [44]. AI algorithms can enhance remote 
patient monitoring by identifying abnormalities or shifts in vital signs, 
which enables preemptive interventions and individualized treatment.

6.	 Engagement with Patients and Education: Artificial intelligence-
powered chatbots or virtual personal assistants may communicate 
with patients, delivering individualized health information [45], 
responding to inquiries, and providing assistance. These AI-powered 
platforms can support patients in actively participating in their own 
healthcare by helping them better grasp their diseases, treatment 
options, and self-management techniques.

4.4.3 PATIENT FILING FOR APPLICATION OF ARTIFICIAL 
INTELLIGENCE IN TELEMEDICINE

AI is essential to the development of telemedicine, which mixes healthcare 
technology in order to deliver remote medical treatments. It’s important to 
remain in mind that these are widespread uses of AI in telemedicine, and the 
patents submitted may vary based on specific advancements and tactics. Several 
important uses for artificial intelligence in telemedicine are listed below:
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1.	 Medical Image Analysis: To help with diagnosis and abnormality 
detection, AI systems can examine medical images including CT 
scanning, X-rays, and MRIs. AI algorithms can spot patterns and 
abnormalities in photos, assisting medical professionals in diag-
nosing and remotely interpreting data. Remote patient monitoring is 
possible using wearable sensors and AI-enabled devices, which can 
track indicators of health, levels of exertion, and medication compli-
ance [46]. Real-time data analysis by AI algorithms can spot trends 
and abnormalities, informing healthcare professionals of possible 
problems. This makes it possible to continuously check on patients’ 
health from a distance.

2.	 Decision Support Systems: By examining information about patients, 
medical records, and pertinent guidelines, AI may assist medical 
professionals in making decisions during teleconsultations. Based on 
a patient’s health and medical history, AI algorithms can prescribe 
treatments, recommend diagnostic testing, and help with personalized 
treatment planning. As the technology advances, we might expect to 
witness additional innovations and patent activity in the field of AI in 
telemedicine.

4.4.4 PATIENT FILING FOR APPLICATION OF ARTIFICIAL 
INTELLIGENCE IN SYNTHESIS OF COMPOUNDS/PREDICTION OF 
CHEMICAL REACTION

Chemical synthesis and reaction prediction have benefited greatly from 
advances in artificial intelligence (AI). Here are some applications of AI in 
various fields.

4.4.4.1 REACTION PREDICTION

By examining a sizable quantity of reaction data from databases and scien-
tific literature, AI systems can forecast the results of chemical reactions [47]. 
AI models may anticipate reaction results, such as product generation and 
reaction conditions, by learning routines and patterns of behavior. This aids 
scientists in creating synthetic pathways and investigating novel chemical 
processes. This aids scientists in creating synthetic pathways and investi-
gating novel chemical processes.
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4.4.5 PATIENT FILING FOR APPLICATION OF ARTIFICIAL 
INTELLIGENCE IN ANALYSIS OF COMPOUNDS

By increasing the precision, efficiency, and ease of the identification process, 
artificial intelligence (AI) has had a considerable influence on the sector of 
pharmaceutical identification. Here are a few significant uses of AI in drug 
identification:

1.	 Compound Identification: By examining multiple sources of data, 
like molecular structures [19], spectral information, or biological 
activity profiles, AI systems can help in determining the identity of 
pharmaceutical compounds. AI algorithms can classify unidentified 
substances by comparing experimental data to reference databases, 
forecasting compound features, and producing precise identifica-
tion findings [27]. AI may assist in confirming the legitimacy and 
caliber of medicinal items. AI systems may identify fake or inferior 
pharmaceuticals by looking at product photos, packaging details, or 
distinctive identifiers. By doing this, you can protect patients and 
stop the spread of bogus pharmaceuticals.

2.	 Quality Analysis: Artificial intelligence (AI) has the potential to 
increase the effectiveness of quality control procedures used in the 
production of pharmaceuticals. Large amounts of data created during 
manufacturing operations, such as the caliber of the raw materials used, 
the production parameters, and the outcomes of product testing, may be 
analyzed by AI algorithms. For constant product quality, AI can track 
variations, spot possible problems, and streamline production methods.

4.4.6 PATIENT FILING FOR APPLICATION OF ARTIFICIAL 
INTELLIGENCE IN CLINICAL TRIALS

Increasingly, clinical trials are being optimized and improved in many ways 
thanks to artificial intelligence (AI). The following are some significant uses 
of AI within clinical trials:

1.	 Recruitment and Eligibility of Patients: AI algorithms may review 
medical records for patients, genetic information, and other pertinent 
data to find possible trial participants who satisfy particular require-
ments. By connecting qualified patients with the right studies, AI can 
speed up the patient’s enrollment procedure and conserve time and 
money.



92	 Artificial Intelligence for Chemical Sciences

2.	 Trial Design and Protocol Optimization: To help with trial design 
and protocol optimization, AI can analyze sizable datasets, such 
as medical records, literature, and genetic information. In order to 
increase the statistical ability and effectiveness of clinical trials, 
AI algorithms may recognize patient groupings, choose the proper 
sample sizes, and optimize trial settings.

3.	 Data Analysis: Data collected during clinical trials may be tracked 
and analyzed in real-time using platforms with AI. AI systems have 
the ability to recognize patterns, trends, and potentially harmful 
occurrences, giving trial investigators timely information. As a 
result, decisions may be made proactively, and trial methods can be 
changed as necessary.

AI can help in the early identification and monitoring of negative 
outcomes during clinical trials. AI algorithms can identify probable 
bad events, enabling immediate intervention and enhanced patient 
safety. They do this by analyzing patient data, electronic medical 
records, and other pertinent information.

4.	 Forecasting and Outcome Modeling: Based on a variety of 
variables, including patient profiles, treatment plans, and biomarker 
data, AI models may forecast trial outcomes. AI algorithms can help 
with healthcare decision-making by anticipating patient reactions, 
treatment effectiveness, and long-term results using machine learning 
approaches.

5.	 Patient Participation and Remote Monitoring: During clinical trials, 
AI-powered technologies can improve involvement of patients and 
enable remote monitoring. AI-powered chatbots, wearable tech, and 
mobile apps may give trial participants immediate input, reminders, and 
assistance. This makes it easier to gather data remotely and increases 
patient compliance.

In spite of the fact that AI shows a lot of potential in this area, it’s vital to 
remember that human oversight, moral concerns, and legal compliance are 
essential to guarantee the safety of patients and the validity of study results.

4.5 ADVANTAGES AND LIMITATION OF AI TECHNOLOGY IN 
CHEMICAL AND PHARMACEUTICAL SCIENCES

The pharmaceutical and biotechnology sectors are being completely trans-
formed by AI and machine learning (“ML”). The most prevalent application 
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of AI and ML in these domains may be drug development, although Figure 4.1 
illustrates many additional uses. The development of pharmaceutical formu-
lations, the prediction of protein structures, the planning and analysis of 
clinical trials, the acceleration of production, and improved quality control 
are all being accelerated by AI and ML.

Therefore, it should come as no surprise that businesses in the pharma-
ceutical and biotechnology industries are rushing to adopt AI and ML to 
enhance their pipeline and save costs. In fact, a recent poll of experts in the 
pharmaceutical and biotechnology industries found that 60% of them were 
either currently employing AI technologies in their line of work or planned 
to do so. AI is essential for pharmaceutical companies to stay competitive 
by lowering the expensive process of delivering innovative medications to 
market.

AI also has several restrictions and difficulties that must be taken into 
account, as some AI systems, such deep learning neural networks, are 
additionally referred to as “black boxes” since It is challenging to grasp 
it, or comprehend their decision-making process. Because of this lack of 
transparency, it could be challenging for regulatory agencies, academics, and 
medical professionals to comprehend and believe the results produced by AI. 
Concerns about algorithmic biases, patient consent, data privacy, and poten-
tial exploitation of private medical data are brought up by the implementa-
tion of AI in pharmaceuticals. To meet these problems and guarantee that AI 
technology uphold moral, ethical, and safety norms, regulatory frameworks 
must be modified.

Pharmaceutical industries must have a strategy in place to protect their 
inventions and stay clear of common intellectual property (“IP”) problems 
given the quick rate at which the pharmaceutical and biotechnology indus-
tries are using AI. The incorporation of AI could speed up research, boost 
output, and enhance outcomes in the fields of chemical and pharmaceutical 
sciences. It is critical to address regulatory, ethical, and privacy issues in 
order to ensure that AI technologies are used ethically and responsibly across 
a variety of fields.

4.6 CONCLUSION

There are numerous patents for AI applications in the chemical and pharma-
ceutical fields, including patents on target identification and affinity measure-
ment, drug discovery, clinical trials, patient management, drug analysis, 
product development, and drug structures or medical uses.
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It can be challenging to get a patent for an AI innovation, and it can also 
be challenging to enforce a patent. In addition to that, there are practical 
reasons why patents might not always be the appropriate form of protection 
for the methods and massive amounts of data that are frequently used in 
AI-based systems. Therefore, it is important to take into account other IP 
protection strategies, such as copyright and database rights as well as trade 
secrets or sensitive information.

It is also to be noted that many life sciences businesses get into research 
alliances or agreements with other industry collaborators because they may 
lack competence in the creation of software and computer systems. These 
partnerships frequently bring up intellectual property (IP) concerns, such 
as inventorship, ownership of any IP created via the project, interests to 
preexisting IP, including the parties’ rights after the partnership ends. To 
prevent any potential concerns from impeding business objectives, companies 
should assess these IP issues as shortly as feasible, preferably before the 
project begins. Contracts that specify the ownership of intellectual property 
and the ownership rights to data, AI systems, implementation know-how, 
and innovations made by AI, for instance, can assist to minimize conflicts 
and promote collaboration.
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CHAPTER 5

ABSTRACT

The prediction of toxicity holds considerable importance for public health. 
It has numerous applications, such as reducing costs and streamlining the 
clinical and preclinical processes by enabling the evaluation of drugs based 
on predicted toxicity. Nowadays, toxicity prediction models play a vital role 
in risk reduction across various applications and can potentially serve as a 
foundation for regulatory decisions. However, the utility of these estimates 
may be limited if the connections are not adequately quantified. This study 
also highlights the significant potential of deep learning-based models for 
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toxicity predictions. We investigate the combination of deep learning-based 
predictors with a conformal prediction framework to create highly predic-
tive models with well-defined uncertainties. Computational tools have been 
widely adopted to facilitate rapid and high-throughput in silico ADMET 
analysis, enabling the early prediction of drug-like features in compound 
selection during drug discovery decision-making. Developing trial-free 
methodologies for early toxicity prediction in the drug discovery process 
is crucial in minimizing expensive drug failures caused by late identifica-
tion of toxicities during development or even during clinical trials. Recent 
changes in regulations within the industrial chemicals and cosmetics sector 
have spurred significant advancements in the development, application, and 
evaluation of non-testing methods like (Q)SAR. Additionally, this study 
proposes workflows for practically integrating these non-testing approaches 
into testing and evaluation policies. The objective of this study is to predict 
the in vivo toxicity of aromatic compounds structured with a single benzene 
ring and the presence or absence of different functional groups.

5.1 INTRODUCTION

Evaluating toxicity is a crucial aspect of medicine progress and sanction. It 
is widely recognized that clinical trials are necessary for the legalization of 
drugs [1, 2]. Tactlessly, conducting scientific trials is continuously connected 
with a certain level of danger. Reports indicate that approximately 50% 
of new drugs were deemed unsafe or ineffective during advanced stages 
of human clinical trials [3]. Notably, Sitaxentan (Figure 5.1), a drug, was 
swiftly withdrawn from the worldwide market due to severe and irreversible 
liver toxicity in human subjects [4, 5].

The significance of preclinical evaluations cannot be overstated in light 
of the vulnerabilities identified in clinical trials. These assessments play a 
critical role in preventing the inclusion of harmful drugs in clinical trials. 
While animal testing is a commonly utilized technique for preclinical assess-
ment, it has its limitations. Firstly, it is an expensive and labor-intensive 
procedure. Additionally, the results obtained from animal testing provide 
little insight into human toxic responses due to variations between species 
and illness models [6, 7], i.e., Sitaxentan exhibited no indications of liver 
damage in animal experimentations [8], while it caused hepatotoxicity in 
people [4, 5]. Consequently, animal experiments do not accurately predict 
how the human body will react to new drugs and do not mitigate risks [6, 
9]. To address the cost and concerns associated with animal experiments, 



Toxicity Predication in Chemistry Based on Machine Learning	 103

FIGURE 5.1  Sitaxentan and sulfisoxazole.
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the use of high-throughput computational toxicity estimation becomes 
crucial. Among the various methods for toxicity prediction, QSAR built 
on biochemical stand out as an effective and well-established approach 
[10]. This method utilizes statistical techniques to establish between drug 
compound and its physiological activity [11]. By leveraging this relation-
ship, it is possible to infer its physical activity or toxicity. It assumes the 
independence of factors governing the biological activity of compounds and 
employs statistical methods like free energy [12]. The scientist, introduced 
new method in 1964, straight employs physical action [13]. In the year 1980, 
QSAR investigation started to be utilized for medicinal poisoning estimate 
[14–16]. As we approach end of 21st century, scientist have been predicting 
poisoning one or numerous chemical-physical actions [17].

When examining multivariate systems, alongside statistical methods, 
knowledge-based systems have also been employed. Nonetheless, the rapid 
expansion of data has made it progressively more difficult to maintain 
extensive knowledge bases. As a result, knowledge-based systems encounter 
obstacles in performing highly automated tasks involving vast amounts of 
data [18]. In order to address these evolving responsibilities, researchers 
have made substantial progress in advancing machine learning techniques 
and describing chemical structure descriptors.

5.2 MACHINE KNOWLEDGE

Machine knowledge, a subfield of artificial intelligence (AI), utilizes 
advanced systems to facilitate computers in learning from data and making 
predictions [19]. Key machine learning algorithms, which stem from the 
analysis of data and recognition of patterns, include Bayesian classifiers [20]. 
These algorithms have found extensive applications in data mining, cluster 
analysis, and pattern recognition [21]. The numerous benefits associated 
machine knowledge, such as speed, price-efficiency, and high accurateness, 
have contributed to its growing adoption by researchers in the prediction 
of toxicity [22]. Investigators have employed various combinations of 
procedures, such as Hereditary Procedure [23, 24], Accidental Forestry (AF) 
[25–27], ANN [28–30], and anther machine learning procedures [31–33], to 
enhance outdated QSAR models for the prediction of drug toxicity or other 
biological activities. It is important to note that different machine learning 
methods exhibit varying performance, and their effectiveness can be signifi-
cantly influenced by factors like the dataset and available computational 
resources.
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5.2.1 SHALLOW ARCHITECTURES

Rosenblatt introduced the perceptron model in 1957, which imitates the 
structure of a neuron and operates as a binary classifier [34]. The utilization 
of establish the footing for direct classification was first done by Widrow and 
Hoff [35]. The scientist proposed national procedure, enabling processers to 
categorize example themes based on three-dimensional characteristics [36]. 
The decision tree algorithm was projected by Quilan in 1986 [37]. Cortes 
et al. introduced SVM in 1995 with the goal of identifying the boundary 
that maximally separates two classes, making it suitable for both high-
dimensional nonlinear classification and linear organization [38]. In the year 
2001, scientist introduced the RF process, composed of numerous result 
trees. Each tree provides its own classification, and the final output of the 
classifier is determined by majority voting [39, 40]. This algorithm enables 
nonlinear mapping and effectively addresses the problem of nonlinear classi-
fication and training using artificial neural networks (ANN) [41]. However, 
in 1991, it was observed the BP algorithm suffers from the disappearing 
incline problematic, posing a challenge in training deeper networks. These 
ANN architectures are commonly known as shallow knowledge [42].

5.3 MATERIAL AND METHODS

Data is given in Table 5.1 [43]. The dataset comprises toxicity measure-
ments for 12 atomic receptors and associated aims, obtained through in-vitro 
testing. In a previous publication [44], we discussed the use of this data for 
evaluating projections. To ensure uniformity in compound structures, we 
applied the IMI eTOX Project Standardizer [45] and MolVS [46] standard-
izer, along with tautomer standardization. Additionally, we employed RDKit 
molecular descriptors [47] and Morgan Fingerprints (FPs) [48], which are 
extended connectivity FPs. The dataset is divided into active and passive 
subsets, forming the foundation of a binary classification problem [49]. 
We adopted stratified K-fold splitting, where training data was reserved 
for validation in each iteration. The remaining 20% of the exercise data 
constituted a progressive set, while the final training dataset, referred to 
as the conformal extrapolation proper training set, was used to train the 
model. We implemented various algorithms, including result methods like 
forest random (FR) [39] using the Random Forest Classifier function from 
scikit-learn, and light GBM [51]. Additionally, in our study, we investigated 
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alternative variations of graph convolutional neural networks, specifically 
focusing on the graph attention network (GAT) [52].

TABLE 5.1  Tox21 Datasets Conclusion

Aim Active Inactive
The receptor for aryl hydrocarbons. 943 7,104
The receptor accountable for androgen signaling. 377 8,844
The domain of the androgen receptor that binds to ligands. 302 8,174
Aromatase: an enzyme involved in aromatization. 347 6,760
The receptor for estrogen. 927 6,667
The domain of the estrogen receptor that binds to ligands. 442 8,188
A receptor involved in peroxisome proliferation activation, specifically 
the gamma isoform.

219 7,848

Peroxisome proliferator-activated receptor gamma: a receptor involved 
in peroxisome proliferation activation, specifically the gamma isoform.

1,078 6,003

The element in the DNA sequence that is receptive to antioxidants and 
is connected with the transcription factor.

334 8,628

Mitochondrial membrane potential:  the electrical potential across the 
mitochondrial membrane.

420 7,636

Membrane potential of mitochondrial. 1,126 6,097
DNA damage occurring within the p53 signaling pathway. 528 7,981

5.4 CONFORMAL ESTIMATE

A valid prediction can be obtained using a conformal predictor, which considers 
significance level representing the acceptable error percentage determined by 
the user. To ensure accuracy, the training set is randomly divided to create a 
calibration set before model training. This calibration set is then utilized to 
recalibrate the predictions, comprising mixtures with known labels. As a result, 
in binary classification, there are four possible outcomes: assigning a single 
class label, assigning both class labels (both classifications), assigning none of 
the labels (empty classification), or labeling with either of the two classes. The 
nonconformist package (https://github.com/donlnz/nonconformist) was used to 
generate conformal predictors, which automatically handle the computation of 
conformal predictions and are compatible with scikit-learn-like models. Although 
the nonconformist package is recommended, any model can be adapted easily 
to serve as a conformal predictor. In a practical example discussed by Norinder 
et al. [53], the non-conformance score was obtained using the output of the 

https://github.com/donlnz/nonconformist
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corresponding model. The default settings were employed for nonconformist 
models, unless specified otherwise.

5.5 MODEL EVALUATION

A model that produces a higher proportion of predictions with only sticker is 
considered additional effective. The result of forecaster should be accurate 
within mistake amount ratio to the confidence level. However, simulations 
with high accuracy tend to be excessively cautious while striving for 
maximum efficiency. To gain a more comprehensive understanding of general 
estimation techniques with illustrative examples, we suggest referring to 
Norinder et al. [53]. In conformal prediction, the estimation process involves 
generating intervals of estimates instead of single labels. In binary prediction 
tasks, there can be four potential outcomes: two labels, combined labels, 
or no label. The validity of conformal forecasters has been established, 
provided that the data can be exchanged [54]. Quantitative structure-activity 
relationships (QSAR) [55, 56] are utilized to investigate the links between 
molecular structure, biological activity, and physicochemical properties. 
QSAR assists in identifying predictable associations [57–59]. This approach 
is widely adopted due to its ability to compensate for the scarcity of 
experimental data, reduce testing expenses, and facilitate high-throughput 
prediction and screening [60]. The European Union, and the Organization 
for Economic Co-operation and Development (OECD) employ QSAR for 
hazard identification, screening, and prioritization [61]. In recent years, 
QSAR has become a prominent subject in drug chemistry, eco-friendly 
chemistry, life sciences, analytical chemistry, computational chemistry, and 
even pesticide research [62–65].

5.6 RESULTS AND DISCUSSION

To showcase the practicality of a conformal predictor, extensive computa-
tions are necessary when dealing with single-label outcomes, even if they are 
legitimate. Consequently, the performance and legitimacy of these predictors 
are primarily evaluated using standard conformal expectation metrics. In this 
investigation, all datasets were subjected to machine learning techniques 
specifically selected for this purpose, utilizing a 10-fold cross-validation 
method. The resultant conformal predictors proved to be both valid and 
efficient. The performance of diverse models, including thumbprints, 
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RDKit and graphical synthesis, for sedentary compounds, is depicted in 
Figures 5.2–5.7. The outcomes consistently indicate an average efficiency 
of around 75% to 80% confidence (with a significance level ranging from 
0.25 to 0.2). Higher confidence levels tend to yield more predictions in the 
double digits, while lower confidence levels result in less certain estimates. 
It is important to note that the confidence level decreases as the estimates 
become less substantial. The nr-er dataset exhibiting inferior performance, 
which aligns with previous observations [50].

Overall, these findings demonstrate that conformal predictors can achieve 
a high level of efficiency, making them highly suitable for application in 
prognostic toxicology tasks.

FIGURE 5.2  Model of thumbprints.

FIGURE 5.3  Model of thumbprints productivity.
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FIGURE 5.4  Model of explainer RDKit.

FIGURE 5.5  Model of thumbprints productivity RDKit.

5.7 CONCLUSION

Presently, there has been rapid progress in artificial intelligence and machine 
learning, which has been greatly facilitated by the utilization of computers. 
This advancement is primarily driven by the significant applications of AI, 
including the prediction of drug toxicity using computational methods. By 
employing machine learning techniques and leveraging “big data” science, 
we can acquire more dependable evidence concerning toxicity compared 
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FIGURE 5.6  Model of thumbprints productivity of graphical difficulty.

FIGURE 5.7  Model of thumbprints productivity complication.

to previous methods. This chapter explores the various approaches of 
machine learning utilized in toxicity prediction, with a specific focus 
on the transition from analyzing the chemical structure of compounds to 
analyzing human transcriptome data. This shift substantially enhances the 
accuracy of calculations. The advantages of toxicity prediction through 
machine learning can be summarized as follows. Firstly, computer-based 
predictions can spare numerous animals from harmful experiments 
and minimize the need for extensive clinical trials. Furthermore, these 
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predictions are risk-free, cost-effective, and can be conducted on a large 
scale. Moreover, by utilizing human transcriptome data, the predictions 
are based on the complexities of biological systems, providing a more 
comprehensive understanding of toxicity compared to studies focusing 
on individual proteins. Lastly, as machine learning has the capability to 
extract multifaceted and intellectual landscapes in the pharmaceuticals.
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CHAPTER 6

ABSTRACT

Now-a-days, human being is exposing to an plenty of chemical compounds 
through the drugs, cosmetics, atmosphere, and nutrition. For protecting 
human being from potential harmful effects, drugs, and medicines must 
be passed steady tests for adverse effects and toxicity. Therefore, there is 
a need of developing more efficient and less time-consuming methods to 
predict toxicity of drugs and medicines. The computational models are more 
efficient approach to predict the toxicity because these models require less 
time to screen large numbers of compounds at low costs. The researchers have 
proposed many machine learning (ML) algorithms to implement of toxicity 
prediction systems. In this chapter, the significant concepts of machine 
learning are used in human safety and chemical health have summarized in 
detail. Many freely available tools for toxicity prediction have outlined with 
their training datasets. Different training datasets are available to build the 
ML based models. Due to poor annotation in toxicity training dataset, it is 
very difficult to retrieve and combine these datasets for research in toxicity. 
This chapter presents the performance of different supervised ML algorithms 
used to predict chemical toxicity. Specifically, Random Forest, Support 
Vector Machine (SVM), Classification and Regression Tree (CART), 
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Gaussian Process, Linear Regression, K-Nearest Neighbors (K-NN), Linear 
Discriminant Analysis (LDA), and Naïve Bayes algorithms were assessed 
in terms of receiver operating characteristic (ROC) curves and classification 
accuracy. Initially, the models normalize the chemical representation of 
chemical compounds. Chemical descriptors have been computed and used 
as input to ML models. Considering best the performance of Random Forest, 
it is planned for prediction of toxicity of drugs. The proposed model has 
been trained and test using dataset provided by Tox21 Data Challenge. The 
model has trained and evaluated using training dataset. The proposed model 
predicts the toxicity of new compounds successfully with highest accuracy.

6.1 INTRODUCTION

Recently, the usages of medicines and drugs are increasing in human 
being to cure different diseases. In modern drug discovery, identification 
of chemical compounds is the fundamental process. Appropriate selection 
of chemical complexes can strongly and selectively modify the function of 
target molecules to provoke a wanted biological response. The selection of 
chemical compounds from vast chemicals space and determination their 
drug like assets is a foremost contest [1, 2]. Security of drug is a very vital 
stuff. Chemical toxicity must be severely learnt earlier a novel drug item 
is accepted for medical trials [3]. In drug discovery research, the predic-
tion of chemical toxicology is very important in medicine manufacturing 
process. Conventionally, chemists and biologists accomplish in vitro and 
in vivo experiments to check the chemical properties nominated candidates 
gained from early screening results [4]. These trials are costlier in terms 
of time and money. These experiments comprise animal testing which 
are steadily doubtful from moral viewpoints. In literature revisions, it is 
observed that experiments typically take 2.6 billion dollars and 6 to 12 years 
to develop a new drug. Drug preparation prior to human testing require 
more than half of total expenditure [6]. To overcome these limitations of 
these experimental method, artificial intelligence is widely being used to 
predict toxicity of drugs and chemicals. ML subarea of artificial intelligence 
is useful to predict toxicity in less time and accurately. Researchers have 
used both supervised and non-supervised ML algorithms for prediction 
purpose. Specifically, different supervised MLs are used in toxicity predic-
tion. In this chapter, different types of ML algorithms to predict toxicity have 
introduced in detail. The mathematical aspects and basic of each ML have 
discussed which will help to developer for implementation. The training 
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dataset is a very important part in ML. The availability of training dataset for 
toxicity is measure concern for training different classifiers. In this chapter, 
different training datasets have presented which can assistance scientists and 
engineers to select appropriate toxicity-based dataset. These datasets have 
used by many researchers to develop webserver which are used to study 
the structure and toxicity of chemical compounds. For the study purpose, 
various available tools have been discussed in brief. Inspired by the success 
of supervised machine earning algorithms, the Random Forest ML algorithm 
have proposed for prediction of chemical toxicity of compound of drug. The 
proposed Random Forest machine leaning algorithm has trained using Tox21 
dataset. The proposed Random Forest trained model predict the 12 toxico-
logical endpoints. Remaining part of the chapter is separated into subsequent 
sections. In Section 6.2, overview of toxicity prediction different models 
has discussed in detail. In Section 6.3 ML algorithms have introduced. In 
Section 6.4, the architecture of the suggested toxicity prediction system 
has discussed. Section 6.5 have dedicated for discussion of investigational 
results. Finally, the chapter has concluded in Section 6.6.

6.2 OVERVIEW OF PREDICTION OF TOXICITY

In this section, the contributions of different researchers have been 
presented. Yunyi & Guanyu [7] have proposed Toxified the performances 
of different ML algorithms to predict toxicity of medicines which help 
to improve the public health. They have conversed the input parameters 
to the ML algorithm in detail. They have implemented deep learning, 
un-supervised ML algorithm, Support Vector machine (SVM) and Random 
Forest algorithms for prediction of chemical toxicity. Yang, Li, Sun, Liu, & 
Tang [8] have discussed different predictive models for various toxicities. 
They have discussed different available databases and web servers to predict 
toxicity. These models can help to design drugs. Li, He, & Cai [9] have 
proposed graph-based classification and regression to predict toxicity called 
MoleculeNet. They have also applied focal loss which helps in addressing 
imbalance in drug dataset. Authors have introduced a dummy super node in 
which the directed edges are used to connect all nodes in the graph. Authors 
have modified operation of graph which help to learn graph-level features. 
Duvenaud et al. [10] have proposed a convolutional neural network which 
operate on graph to predict the toxicity. The proposed architecture is used 
to simplify usual molecular feature extraction approaches based on circular 
patterns. The training dataset is in form of arbitrary size and shape graph. The 
proposed method is used to demonstrate the interpretable and predictable 
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performance of these new fingerprints. George, Navdeep, & Ruslan [11] 
have proposed an Artificial Neural Network (ANN) to predicts actions of 
compounds of multiple assays at the same time. Quantitative Structure 
Property Relationship (QSPR) Quantitative Structure Activity Relationship 
(QSAR) properties of chemicals compounds are studied using Artificial 
Neural Network. The proposed model provides superior performance. Eric, 
David, Prasenjit, & Johanna [12] have proposed a new 2D Profile-QSAR 
predictive model for kinases. The proposed QSAR models the activities of 
each compound in contradiction of a novel kinase target. These actions are 
used as chemical descriptors to train models which predict activity against 
novel kinases. The proposed method is completely automated. Wang et al. 
[13] have developed a new deep learning-based model to predict toxicity. 
They have combined attention convolutional neural networks (ACNN) 
and undirected graph. The proposed model precisely classifies chemical 
intoxication of honey bees. Authors have trained model using training 
dataset of 720 insecticides. The size of validation and validation dataset is of 
90 insecticides. The proposed model is proficient of precisely categorizing 
chemicals and has significant potential in practical applications.

6.3 INTRODUCTION TO MACHINE LEARNING ALGORITHMS

ML is a subcategory of AI that can learn from training datasets and perform 
prediction and decision-making tasks. It is a multidisciplinary area that 
encompasses statistics, probability, convex analysis, approximation theory, 
and more. Machine learning is a subset of artificial intelligence. This section 
summarizes the current development of ML algorithms in chemical health and 
security areas. ML algorithms are divided into three categories: supervised, 
unsupervised, and reinforcement learning algorithms. Supervised learning 
algorithms work on training datasets that consist of input features and 
corresponding outputs. These algorithms require labeled data for each type 
of input and are used for both regression and classification. Some supervised 
ML algorithms are particularly suited for classification analysis. Unsupervised 
learning algorithms use training datasets where the target or output is not 
labeled [14]. These algorithms are commonly used for clustering datasets. 
Reinforcement learning (RL) algorithms are primarily used for decision-
making. RL algorithms learn from the results of their actions and determine 
which action to take next. After each action, the algorithm receives feedback 
indicating whether the action was incorrect, neutral, or correct. This feedback 
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is used to refine future actions. Reinforcement learning is an effective method 
for making small decisions autonomously. Several ML algorithms are available 
for regression, classification, and clustering tasks. The important machine 
learning algorithms are described according to their categories in the following 
subsections.

6.3.1 SUPERVISED LEARNING ALGORITHM

6.3.1.1 ARTIFICIAL NEURAL NETWORK (ANN)

An artificial neural network is constructed to mimic the network of the 
human brain. It is derived from biological nervous systems that replicate 
the structure of the human brain. Similar to the human brain, which has 
neurons interconnected and interrelated with one another, artificial neural 
networks also consist of neurons interconnected across multiple layers. 
An artificial neural network is designed and developed to make decisions 
similar to the human brain. A much simpler and more abstract neuron 
can be developed by omitting many of the detailed working principles of 
the human brain. A multilayer perceptron is a network of interconnected 
perceptrons. It incorporates one or more hidden layers between the input 
and output layers. In a multilayer perceptron, the output layer may contain 
more than one output neuron. Figure 6.1 shows the architecture of the 
multilayer perceptron.

FIGURE 6.1  Architecture of artificial neural network.
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A multilayered perceptron is a collection of multiple perceptron that 
comprise at least 3 layers; input layer, and output layers sequentially. Each layer 
may have one or more neuron. The neurons in layers are called input neuron, 
and hidden and output neuron, respectively. To model the behavior of neuron in 
the brain, each neurons uses non-linear activation functions except input layer. 
In back propagation algorithm, multi-layer perceptron has a linear activation 
function in all its neurons. Different types of activation functions can be used 
in multilayer perceptron in hidden and output layer. In training, we have to take 
derivatives of activation function to update weights between layers. There is 
different learning algorithm to train multilayer perceptron. Basically, two types 
of supervised learning algorithms namely gradient and stochastic are used to 
build an artificial neural network. In Gradient Descent Learning, the updating 
of weights is depending on the error gradient E in training. The error reduction 
takes by updating of weights between layers. The activation function takes vital 
role in updating of weights. So, the activation function should be differentiable. 
The back propagation process is a case of this kind of learning. Therefore, the 
weight modification is defined as below using Eqn. (1).

	 ; where  is a training rate and  is error gradient with repective E Ew W
w w

δ δη η
δ δ

∆ =

	 new oldW W w= − ∆ 	 (1)

In Stochastic ML, the weights are modified in terms of probability. 
Unsupervised ML algorithms are used to train non supervised ML and these 
are Hebbian and Competitive learning. Hebbian Learning was developed 
by Hebb in 1949. It is built on correlated adjustment of weights. The input 
and output patterns sets are linked with a weight matrix, W. The following 
equation is used for Hebbian learning.

	  ; * TW X Y X=∑
where X signifies the input, Y is the output, and T  indicates the transpose of 
the matrix.

In competitive learning, the input form is sent to the network and all 
the neurons in the layer contest and only the winning neurons have weight 
adjustments.

6.3.1.2 NAIVE BAYES (NB)

NB is an assembly of classification like procedures based on Bayes’ theorem. 
In this algorithm, many algorithms use a common principle in which each 
pair of features being classified is independent of each other [15]. Bayes’ 



Machine Learning Algorithms for Prediction of Chemical Toxicity	 123

theorem discovers the probability of an event happening offered the prob-
ability of another event that has already happened. Bayes’ theorem is speci-
fied precisely as the following Eqn. (2):

	
( ) ( )

( | ) ,
( )

P A P A
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=  A and B are occurred events and P(B) ≠ 0.	 (2)

Basically, algorithm try to find probability of event A, assumed the event 
B is true. Event B is called evidence. P(A) is the priori of A. The evidence is 
an attribute value of an unknown instance B. P(A|B) is a posteriori probability 
of B after evidence is seen. It is applied using following Eqn. (3):
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where; C is class of events and A vector of attributes is a dependent feature 
of size n, were:

	 A = {a1, a2, a … an}

For understanding, a specimen of a feature vector and equivalent class 
variable can be demonstrated as below:

	 X = (Hot, Rainy, High, False)
	 y = No

So principally, P(C|A) is the probability of not playing golf assumed that 
the weather conditions are rainy outlook, hot temperature, high humidity and 
no wind, respectively.

6.3.1.3 DECISION TREE

Decision Tree is very popular and important in ML algorithm which is used 
for classification and prediction which can handle big dimensional dataset. 
In this tree structure-based algorithm, individual internal node signifies a 
test on a feature and each branch of tree denotes a result of the test. Each 
terminal called leaf denotes a class label. A tree is constructed by splitting 
the training dataset into subsets based on an features value. This procedure is 
repetitive on each derived subset training dataset in a recursive method. The 
structure of a decision tree classifier does not need any domain information 
or parameter setting, and so is suitable for investigative knowledge discovery. 
In general decision tree classifier has good accuracy. The general architecture 
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of decision tree is showed in Figure 6.2. This decision tree illustrates the 
example of tennis game which return the possibility of playing tennis game 
or not on particular day. For understanding the example following situation 
have considered.

	 (Temperature = Hot, Outlook = Sunny, Humidity = High, Wind = Strong)

On this instance, decision classified day with above condition as a nega-
tive class. The decision signifies a disjuncture of conjunctions of restrictions 
on the attribute values of examples.

	 (Humidity = Normal ^ Outlook = Sunny) ^ (Outlook = Overcast)  
	 ^ (Outlook = Rain ^ Wind = Weak)

FIGURE 6.2  Decision tree for the concept play tennis.

6.3.1.4 RANDOM FOREST (RF)

RF is a kind of ensemble method of ML. It is based on decision tree algo-
rithm used for regression and classification. Random Forest was invented by 
Tin Kam using a random subspace technique and extended by Leo Breiman. 
Random Forest is a forest of randomly created decision trees. This algorithm 
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is used for making decision by leveraging the power of multiple decision 
trees. In decision tree, each node works on randomly selected subset of 
attributes to calculate output using bootstrapping process. The outputs of 
individual tress are combined to generate the final output using majority 
voting. Random forest is very useful to minimize the correlation among clas-
sifiers. It can accurate the problem of overfitting modelled by the decision 
tree when the entire forest is averaged and reduce the variance. In Figure 6.3, 
the generation of final output have shown using Random Forest tree [16].

FIGURE 6.3  Random forest.

6.3.1.5 LINEAR DISCRIMINANT ANALYSIS (LDA)

This algorithm has invented Fisher in 1936 [17]. LDA is used as a linear 
classifier. It is also used to reduce dimension of training dataset and 
virtualization. In this algorithm, the training dataset should be Gaussian 
function distribution and the variance of each variable should be same. 
Using Bayesian principle, the training dataset to class j can be classified 
by reaching the highest likelihood among all K classes for i = 1 to K. The 
discriminant function is established using Bayesian principles and extreme 
likelihood. This discriminant function present how possible data is from 
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each class. The linear discriminant analysis uses many parameters and 
boundary generated by it may not be enough for class separation.

6.3.1.6 SUPPORT VECTOR MACHINE

It is invented by Vipnik in AT&T Bell Laboratories. This ML algorithm is a 
kind of supervised learning which is used for regression and classification. 
SVM is used to discover the optimal hyperplane in dataset space. Using this 
hyperplane, samples are divided by widest gap and separated into different 
classes. Novel test sample is mapped into data space and its class is finalized 
grounded on gap side on which it falls. Kernel tricks is used to expand linear 
classifier to nonlinear classifier using mapping function. This algorithm is 
used for regression by using ε-insensitive loss function and radical kernel 
function. LIBSVM tool is widely used in research to implement classifica-
tion application using SVM [18].

6.3.1.7 K-NEAREST NEIGHBOR (k-NN)

K-NN is a lazy learning algorithm which mostly used for classification. It is 
simplest machine algorithm which can be also used for regression. K-Nearest 
Neighbor is a non-parametric ML algorithm because does not consider other 
assumptions on original data. K-NN does not build from training dataset, but 
it stores the dataset and do classification by considering similarity between 
stored dataset and new data [19]. The new data is classified by calculating 
similarity between it and available data. It places new data into the class that 
is most similar to the available class.

6.3.2 UN-SUPERVISED ML ALGORITHM

6.3.2.1 K-MEAN CLUSTERING

K-means is an unsupervised learning procedure which create homogeneous 
groups of individuals (clusters) from the proposed data. It divides dataset into k 
clusters using nearest mean value. This algorithm is used to for partitioning dataset 
according to number of clusters and similarities. Initially, the value of k is fixed, 
then k data points are randomly selected from training dataset. The Euclidian 
distance between remaining data points and k selected sample is calculated.  
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Combination of given sample and k data points is accomplished by minimizing 
the Euclidean distance between them. The collection or similar data points 
form a cluster. The cluster centroid is calculated for further combination of 
given remaining all points. This process is repeated many times to cluster 
all data points in training dataset. These clusters may use to categorize data 
points into different classes [20].

6.3.2.2 HIERARCHICAL CLUSTERING

Hierarchical clustering was proposed by Johnson in 1967. It is an un-super-
vised ML algorithm to build a hierarchy of classified clusters. Hierarchical 
clustering has two methods one is agglomerative and second is divisive 
method. The greedy method is used for merging and splitting dataset. The 
results are shown by dendrogram. In dendrogram, the node or data point on 
same level and near to each other have similar features [21].

6.4 METHODOLOGY OF THE PROPOSED TOXICITY PREDICTION 
SYSTEM

Different kinds of ML techniques are commonly used in predicting toxicity. 
Toxicology prediction specifically uses several supervised ML approaches. 
The Random Forest ML method has been presented for the forecast of the 
chemical toxicity of medicinal molecules. It was encouraged by the victory 
of supervised ML algorithms. Using the Tox21 dataset, the proposed Random 
Forest machine-learning method was trained. The proposed Random Forest 
trained model predicts the 12 toxicological endpoints.

6.4.1 TRAINING DATASET FOR PREDICTION OF TOXICITY

In this chapter, the Tox21 challenge training dataset have used for prediction 
of toxicity of chemicals. This dataset has prepared during Tox21 Challenge 
in which number of scientists were invited to apply different computational 
approaches for toxicity prediction [22]. This dataset consists of 12,000 chemi-
cals and drugs which is used to forecast the toxicity of chemical compounds 
for 12 toxic effects. The specified assays were designed to measure 12 
different toxic effects [22]. These toxic effects contained nuclear receptor 
effects (NR), stress response effects (SR), stress response-heat shock response 
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effect (SR-HSE) and nuclear receptor-estrogen receptor (NR-ER). These 
both effects are extremely linked to human health because activation of stress 
response pathways can lead to cancer or liver injury. Similarly, beginning 
of nuclear receptors can upset endocrine system function [23]. This dataset 
was prepared to construct ML model with 12 toxic effects. These 12 toxic 
effects were provided by high-throughput screening assay measurements. The 
training dataset consists of 10,000 compounds library of drugs and chemicals. 
The ML algorithm is trained to forecast result of the high throughput screening 
assays [24]. These screening assays have enlisted in Table 6.1.

TABLE 6.1  Tox21 Challenge Training Dataset

SL. 
No.

Nuclear Receptor (NR)  
(Bimolecular Targets)

SL. 
No.

Stress Response Panel (SR)

1. NR. AhR: Aryl hydrocarbon receptor 8. SR. ARE: Antioxidant response element.
2. NR. AR: Androgen receptor 9. SR. ATAD5: Geno toxicity indicated by 

ATAD5
3. NR. AR-LBD: AR luciferase 10. SR. HSE: Heart shock factor response 

element.
4. NR. Aromatase 11. SR. MMP: Mitochondrial membrane 

potential
5. NR. ER: Estrogen receptor alpha 12. SR. P53: DNA injury P53 pathway
6. NR. ER-LBD: ER alpha and luciferase.
7. NR. PPAR.gamma: Peroxisome 

proliferator AR gamma

For training different models, various training datasets are available in the 
literature [9, 26]. The list of widely used training datasets and their features 
is provided in Table 6.2.

There are many free available pre-calibrated silico tools to evaluate the 
toxicity of chemical compounds and drugs. These tools are open source 
for further development with user interfaces which are listed in Table 6.3. 
AdmetSAR-2 is a standard tool which is used to assess about 1,00,000 
compounds and 27 computational models. Lazar (Lazy structure–activity 
relationships) web server can be used to forecast acute toxicity, mutagenicity, 
and carcinogenicity. ProTox II is webservers which is used to predict 
hepatoxicity, cytotoxicity, and immunotoxicity. ToxPredict can be used 
to predict 14 different toxicity end points and generate toxicity reports. 
QSAR tool is freely available methods-based which depend on molecular 
descriptors. QSAR models gives productivity on external data sets.  
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ToxTree is commissioned by European Chemicals Bureau which use decision 
tree approaches to classify chemicals.

TABLE 6.2  Toxicity Training Databases

Name of Training Dataset Important Features
ToxCast ToxCast is same Tox21. It provides toxicology data for a 

compound.
MUV In MUV dataset, positive examples are structurally distinct 

from one another. It covers 17 exciting tasks for around 
90,000 compounds.

PCBA This database covers 128 bioassays measured over four 
lac compounds. It contains biological actions of minor 
molecules produced by high-throughput screening.

HIV Human Immunodeficiency Virus based dataset presented 
by the Drug Therapeutics Program prepared by AIDS 
Antiviral Screening. Dataset is he capability to avoid human 
immunodeficiency virus repetition for 41,000 and 913 
compounds.

FreeSolv This dataset offers trials and estimated hydration free energy 
of molecules in water. It contains 643 compounds.

Mole dB It covers 1,124 descriptors for 2,34,773 molecules.
AcTor It covers 80,000 compounds and 5,00,000 assays.
BindDB It comprises 7,25,741 small molecules and protein binding 

affinity.
ChEMBL It is bioactivity database with 1.9 M chemical compounds 

and 11,000 drugs.
Drug2Gene It is publicly available dataset. It contains compound, drug-

gene, and protein.
DrugBank It consists of drug data and target information for 12,000 and 

666 drugs.
EcoTox It contains 11,000 and 695 chemicals.
Toxnet It is combination of different datasets with CCRIS 

Gene-Tox, HSDB, and ToxLine.
ToxRefDB This dataset contain vivo data for 474 compounds.
REACH It contains toxicity of 22,391 substances from 95,985 dossiers.

6.4.2 RANDOM FOREST ALGORITHM FOR PREDICTION OF 
TOXICITY OF CHEMICALS

RF is a popular supervised learning method. It is implemented for classi-
fication and regression problems in ML. RF is an ensemble technique of 
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ML which use the results of sub-trees to build final decision tree. It creates 
multiple decision tree and combine them together to get a more stable and 
precise prediction. It is applied to average over several decision trees for the 
final classification [25]. In method, randomly chosen subset of samples and 
features are used by each decision tree. Using information gain or Gini coef-
ficient are used to select optimal features. Following Algorithm 1 describe 
the working ideologies of Random Forest.

TABLE 6.3  Tools for Toxicity Prediction

Name of Tool Introduction of Tools

AdmetSAR 2 Webserver based application to predict ADMET.

Lazar Lazy structure activity relationships are Webserver to predict acute 
toxicity.

ProTox II It is used to help predict immunotoxicity, hepatotoxicity, 
cytotoxicity, carcinogenicity, and mutagenicity.

ToxPredict It is used to predict 14 different toxicities and generate report.

QSAR Toolbox It describes molecules and predict chemical hazards.

ToxTree It predicts toxicological hazards using decision tree.

Algorithm 1: Random Forest
Input: Training Dataset

•	 Step 1: Split training dataset using Bootstrap process.
•	 Step 2: Initially, it selects samples randomly from a given dataset.
•	 Step 3: For every sample, it builds a decision tree.
•	 Step 4: Gather prediction outcome from every decision tree.
•	 Step 5: Accomplish voting for each predicted result.
•	 Step 6: Select the highest voted result of prediction as the final 

prediction outcome.
Output: Final Decision Tree

Initially, training dataset is divided into multiple bootstrap samples which 
are depends number of models to be created. On each bootstrap sample, one 
decision tree model is built. Finally, all decision trees are aggregated to get 
final output. Figure 6.4 shows decision trees on 10 bootstrap samples.
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Finally, the prediction of each decision tree is combined to get final 
prediction. Figure 6.5 depict the combination of output of each decision tree. 
The final decision tree is called random forest.

FIGURE 6.4  Decision trees on 10 sample data.

FIGURE 6.5  Decision trees on 10 sample data.
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6.4.3 HYPER PARAMETERS OF RANDOM FOREST (RF)

Basically, ML algorithms are separated into two types: parametric and non-
parametric. In parametric ML, we can use multiple factors to define ML 
algorithm. In ML, selection of parameters and hyper parameters are very 
important because these effects performance of model. The model parameters 
are internal used to present model. These are continuously estimated during 
training and used to learn the mapping between the input features and targets 
values. However, hyper parameters regulate the learning procedure and define 
the values of model parameters. Hyper parameters of ML are defined by 
programmer or design engineer. The hyper parameters of RF are the features 
number, samples number, number of trees, feature choice and feature type. 
The number of features is used to choose maximum features considered for 
splitting a node in decision tree. Number of trees hyper parameter is used to 
define number of trees you want to train. The number of samples parameter 
is used to select number samples for each node. Maximum feature is used 
to select maximum feature for each tree. These hyper parameters require to 
get maximum classification or prediction accuracy. Most of the researchers 
tune these hyper parameters using different optimization techniques. In this 
chapter, different hyper parameters have tuned to obtain maximum predic-
tion accuracy.

6.4.4 SYSTEM ARCHITECTURE OF RANDOM FOREST FOR TOXICITY 
PREDICTION

This section describes the architecture of toxicity prediction. Normally, 
toxicity prediction model is divided into two-part, data pre-processing and 
classification. In pre-processing, training dataset is processed to convert 
cleaned, stable, and understandable by any ML algorithm. The system 
architecture of toxicity prediction has shown in Figure 6.6. Initially, the 
training dataset is divided into different groups using bootstrapping method. 
Then on each group of samples is applied to each decision tree for training 
purpose. In prediction stage of model, the prediction values are combined to 
give final output. The hyper parameters of Random Forest algorithm have 
selected and tuned to get higher accuracy possibility.
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6.5 RESULTS AND DISCUSSION

In this study, the prediction system has implemented using Python under 
Anaconda environment. In this study, eight ML have trained on Tox21 
training dataset to analyze the performances of these model. Various experi-
ments have carried out using eight different ML algorithms. All ML algo-
rithms were executed more than five times to obtain accurate results. The 
performances of models have assessed in term of ROC (Receiver Operating 
Characteristic Curve) score and classification accuracy. Due to imbalanced 
training dataset of toxicity, ROC is used as the key metric. Specifically, 
the optimal hyperparameters of Random Forest have selected to get more 
accuracy. The ROC curve is plot of sensitivity and 1-specificity. The sensi-
tivity, specificity and accuracy are calculated using following Eqns. (4)–(6), 
respectively.

FIGURE 6.6  System architecture of toxicity prediction.
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A value 1 of ROC indicate perfect model and 0 indicate a random 
classifier. The performances in terms of ROC of RF, logistic regression, 
LDA and K-neighbors have enlisted in Table 6.4. The performances in 
terms of ROC-AUC of CART, Naïve Bayes, SVM and Gaussian process 
in Table 6.5. According to Tables 6.4 and 6.5, the Random Forest offers 
very good ROC scores for all 12 toxic effects than other classifiers. It 
can be simply observed that Logistic regression, Naïve Bayes and SVM 
offers very low ROC scores for all 12 toxic effects. Therefore, it can 
be concluded that these algorithms are not so efficient for prediction of 
chemical toxicity.

TABLE 6.4  ROC-AUC of Classifiers

Toxic Effects Random 
Forest

Logistic 
Regression

Linear Discriminant 
Analysis

K-Neighbors

AhR 0.90185 0.50 0.83977 0.70969
AR 0.80618 0.50 0.80938 0.57382
AR.LBD 0.67313 0.50 0.67726 0.52134
Aromatase 0.75552 0.50 0.64554 0.63329
ER 0.77599 0.50 0.74320 0.64350
ER.LBD 0.72966 0.50 0.65647 0.67414
PPAR.gamma 0.70397 0.50 0.9532 0.54788
ARE 0.76470 0.50 0.72860 0.60043
ATAD 5 0.82908 0.50 0.78051 0.59634
HSE 0.80620 0.50 0.81780 0.62195
MMP 0.92200 0.50 0.88778 0.66805
p53 0.78812 0.50 0.75084 0.60021

The performances in terms of classification accuracy of RF, Logistic 
Regress, LDA and K-NN have enlisted in Table 6.6. The performances in in 
terms of classification accuracy of CART, Naïve Bayes, SVM and Gaussian 
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process in Table 6.7. According to Tables 6.6 and 6.7, the Random Forest 
offers highest classification accuracy on all 12 toxic effects than other clas-
sifiers. It can be simply observed that logistic regression, Naïve Bayes offers 
very low ROC scores for all 12 toxic effects. Therefore, it can be concluded 
that Naïve Bayes is not so efficient for prediction of chemical toxicity.

TABLE 6.5  ROC-AUC of Classifiers

Toxic Effects CART Naïve Bayes SVM Gaussian Process
AhR 0.72695 0.50 0.50 0.50372
AR 0.61324 0.50 0.50 0.50348
AR.LBD 0.49303 0.50 0.50 0.50348
Aromatase 0.52740 0.50 0.50 0.50409
ER 0.60753 0.50 0.50 0.49336
ER.LBD 0.60797 0.50 0.50 0.50259
PPAR.gamma 0.49871 0.50 0.50 0.48646
ARE 0.60376 0.50 0.50 0.50433
ATAD 5 0.62401 0.50 0.50 0.50342
HSE 0.67158 0.50 0.50 0.50340
MMP 0.68523 0.50 0.50 0.50414
p53 0.56278 0.50 0.50 0.50348

TABLE 6.6  Accuracy of Classifiers

Toxic Effects Random 
Forest

Logistic 
Regression

Linear Discriminant 
Analysis

K-Neighbours

AhR 90.49 16.88 87.049 85.73
AR 98.12 97.95 96.249 79.52
AR.LBD 98.28 98.62 75.94 82.81
Aromatase 92.99 92.61 89.77 91.66
ER 92.24 90.11 87.98 88.17
ER.LBD 97.16 04.00 92.66 96.16
PPAR.gamma 94.71 05.45 92.72 94.54
ARE 84.32 83.24 79.45 80.36
ATAD 5 93.89 93.89 91.47 93.08
HSE 96.39 06.88 93.27 96.22
MMP 90.05 88.95 88.58 84.34
p53 93.34 93.34 89.28 91.39
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TABLE 6.7  Accuracy of Classifiers

Toxic Effects CART Naïve Bayes SVM Gaussian Process
AhR 86.72 11.96 88.03 87.70
AR 96.41 02.04 97.95 97.95
AR.LBD 97.59 01.37 98.62 98.62
Aromatase 87.12 07.38 92.61 92.61
ER 82.36 09.88 90.31 90.31
ER.LBD 94.5 03.33 96.66 96.83
PPAR.gamma 91.73 05.12 94.87 94.87
ARE 75.67 16.75 83.24 83.24
ATAD 5 92.28 06.10 93.89 93.89
HSE 91.96 03.60 96.39 96.39
MMP 85.81 11.04 88.95 89.13
p53 88.14 06.65 93.34 93.34

6.6 CONCLUSION

The prediction of toxicity in health care is very important to avoid side 
effects of drugs and medicine. Before a novel medication candidate is 
given the go-ahead for clinical trials, chemical toxicity must be thoroughly 
studied. Therefore, prediction of toxicity in chemical compounds, drugs 
and medicine is required before finalization of any drug and medicine. 
Traditionally, in vitro and in vivo investigations are carried out by chemists 
and biologists. These experiments are costlier in terms of money and time. 
These trials use animal experimentation, which is morally doubtful in more 
and more situations. The manual process for prediction of toxicity is very 
tedious job for pharmaceuticals, scientist and chemist. To overcome these 
limitations, the automatic accurate computerized prediction system is a need 
of chemist, scientist and drug manufacture. In literature survey, it found that 
researchers have proposed numerous ML algorithms to implement toxicity 
prediction systems. In this chapter, the important concepts of ML used in 
chemical-based health and human safety have summarized in detail. Many 
freely available tools for toxicity prediction have outlined with their training 
datasets. Different training datasets are available to build the ML based 
models. Due to poor annotation in toxicity training dataset, it is very difficult 
to retrieve and combine these datasets for research in toxicity. ML algorithms 
are heavily depending on large and accurate toxicity training dataset to offer 
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good accuracy for toxicity prediction. One very important Tox21 challenge 
dataset and other relevant training datasets used to build model have been 
discussed in this study. Different supervised machine learning algorithms 
have implemented using python and other visualization tools for toxicity 
prediction. The experimental results shows that Random Forest ML system 
delivers more ROC-AUC values and accuracy than the current toxicity 
prediction system. This study can offer direction for scientists, engineers, 
chemical experts who are involved in chemical-based health care and safety. 
Detail description of ML algorithms will help to study and use ML in their 
implementation and research work.
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CHAPTER 7

ABSTRACT

Drug effectiveness and safety are significantly impacted by metabolism. 
Predicting this process is essential to drug discovery and development, 
eco-toxicology, nutrition, the science of sports and exercise, and precision 
medicine. In order to forecast metabolism processes, several artificial 
intelligence tools have been discovered and used. Numerous tools have been 
discovered via a variety of methodologies, such as data mining, machine 
learning, and deep structured learning. In the operation of drug development, 
these tools assist us to know the sites of metabolism, metabolite structures, 
toxicity, biological half-life, and metabolic pharmacokinetics. In this chapter, 
we propose to discuss different methods of prediction of drug metabolites by 
citing examples and case studies of different marked drugs.

An overview of how Machine Learning (ML) together with Artificial 
Intelligence (AI) is used to analyze drug metabolism and their importance in 
drug discovery is given in this chapter. Because of their capacity to forecast 
results from sizable datasets, AI and ML techniques have received a great 
deal of attention in the drug design and discovery process. They have also 
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been widely adopted in the drug metabolism and pharmacokinetic streams 
of drug discovery, particularly in predicting the metabolic fate of molecules 
under investigation.

7.1 OVERVIEW OF AI IN PREDICTING METABOLISM

The imitating of cognitive processes performed by humans by computers, 
specifically computer systems, is known as artificial intelligence (AI). It is 
when technology, especially computer systems, mimics human cognitive 
processes. AI is becoming more prevalent in many sectors of the pharma-
ceutical industry such as drug repurposing, drug discovery and development, 
clinical trials, and improving pharmaceutical productivity. This reduces 
human workload while meeting targets in a timely manner.

The growing popularity of artificial intelligence as a Power tool for 
predicting drug metabolism as well as elimination makes it possible to 
accelerate medication development. The body’s ability to metabolize 
and eliminate medicines is better predicted. Additionally, it foretells the 
probability of concurrent medication interactions with several metabolic 
and excretory pathways. It can be used to limit or design chemicals just 
before synthesis that led to faster development of new drug molecules [1, 
2]. It has been used to predict enzyme kinetics and metabolic pathways, 
providing a data-centric metabolic prediction strategy that can significantly 
improve prediction accuracy [3]. AI is already a useful tool for forecasting 
metabolism and has special prospects to improve the predictability and 
effectiveness of metabolic engineering [4].

The advantages and disadvantages of using AI tools in predicting 
metabolism, applications of AI in predicting metabolism in various fields, 
various sources of data used in metabolism prediction, a comparison of 
conventional methods and AI tools, and an overview of AI-based software 
or tools were all covered in this chapter. On the implementation of AI based 
methods for predicting metabolism, we have also provided examples of 
case studies.

7.2 DIFFERENT TYPES OF AI TECHNIQUES COMMONLY USED IN 
PREDICTING METABOLISM

Several AI techniques including deep structured learning, machine learning, 
along with data mining are used in metabolism prediction.
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7.2.1 MACHINE LEARNING

Drug metabolism has been predicted using ANNs, a type of artificial 
neural network used in machine learning models that include identifying 
the enzymes involved, the extent and rate of metabolism, and its locations. 
Support vector machines and Bayesian classifiers are two other machine-
learning techniques that have been used in this field [5].

It is the operation of training algorithms to make predictions or judg-
ments based on data not being specifically programmed. In order to forecast 
and reconstruct metabolic pathways, which can help with drug development, 
machine learning has become more and more prevalent in the field of bioin-
formatics in recent years. In bioinformatics, predicting metabolism is a big 
difficulty, and machine-learning approaches have been demonstrated to be 
essential in this field [6].

This approach provides useful data on the potential for metabolism as 
well as elimination during the preclinical stage also drug discovery, detects 
important metabolites, pinpoints metabolic pathways, also assesses the 
chances of drug interactions. It also reduces amount of time and money 
needed for medication development. The three primary subcategories of 
computational AI in the area of metabolic fate prediction site-at-metabolism 
(SOMs) forecasting, metabolite structure estimation, and metabolic pharma-
cokinetics analysis [7, 8].

Additionally, specialized metabolic genes have been predicted using 
machine learning. A prediction model was created using machine learning 
techniques to combine all features, and it has an 87% true positive rate 
and a 90% true negative rate [9]. This approach does not presuppose inter-
actions and methodically uses arbitrary amounts of new data to enhance 
predictions [10].

It has also been used to forecast medication interactions with cytochrome 
P450 isozymes that affect metabolism. High-performance models for the 
prediction of metabolic interactions between drugs (DDIs) have been created 
using four distinct types of descriptors, two MI approaches (XGBoost and 
random forest), two random forest methodologies [11]. Michaelis constants 
(Km), which are crucial for forecasting the enzyme catalytic rate, can be 
predicted using machine learning (ML) [12].

In conclusion, this is a powerful tool for predicting metabolism and 
reconstructing metabolic pathways. It has been used in various applica-
tions, including drug discovery, predicting specialized metabolism genes, 
predicting metabolic pathway dynamics, predicting metabolic drug interac-
tions, and predicting Michaelis constants.
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7.2.2 DEEP LEARNING

Predictions of enzymes, metabolites, and reactions have been made using 
deep learning, a more sophisticated kind of machine learning. Systems meta-
bolic engineering, these approaches have been investigated in the context of 
which provides knowledge about machine learning techniques for predicting 
and reconstructing metabolic pathways [13].

Based on annotated genomes, it has become a potent technique in 
order to predict pathways of metabolism in species. The interconnected 
pathway processes known as metabolic networks control the biochemical 
characteristics of cells. They hold the chemical processes, metabolic routes, 
and regulatory links that govern these reactions. According to the pertinent 
research, several metabolic networks have been saved and characterized, 
however, the literature is still far from discovering an exact method with a 
high degree of accuracy for predicting metabolic pathways. Another hole 
in the literature is the lack of thorough projects employing deep learning 
techniques to forecast pathways of metabolism [14].

To fill these gaps, scientists have used supervised machine learning 
techniques that use deep neural networks which are used to create characteristic 
depictions of the pathways of metabolism, and random forests are then used 
to predict these pathways using these representations. All recognized and 
unrecognized pathways of metabolism in an organism are predicted by 
the DeepRF supervised learning model. DeepRF has demonstrated strong 
performance benchmarks for accuracy, recall, and precision are more than 
90% when tested on more than 3,00,000 instances. DeepRF gives more 
trustworthy results than other approaches, as evidenced by a comparison of 
DeepRF with other methods in the literature [15].

Based on the levels of metabolites and proteins, that are directly learned 
from training data, it is possible to calculate the pace of each metabolite’s 
change. This approach makes no assumptions about interactions and uses 
arbitrary amounts of new data to enhance predictions. When predicting 
the concentration of metabolite, kinetic models explicitly include protein 
concentrations as a function of time taking enzyme kinetics into account. 
Metabolic engineers can utilize this kind of prediction to create routes with 
the desired titers, rates, and yields. This method provides the intriguing real-
time possibility of metabolic pathway prediction when combined with recent 
breakthroughs enabling those capabilities.

A deep learning framework has also been suggested for predicting 
metabolic pathways. While competing approaches only attain an accu-
racy of 80.00% [16], this method can predict the relevant pathway of the 
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metabolism class of 95.16% of tested substances. Prediction techniques 
based on machine learning have also attained accuracy levels of up to 91.2% 
and F-measure levels of up to 0.787. Based on the annotated genome, these 
methods produce a probability for predicting metabolic pathways and can be 
used to determine which biochemical pathways used as reference library of 
familiar pathways are observed in the living things [17].

In conclusion, annotated genomes, deep learning has demonstrated 
considerable promise in predicting metabolic pathways in animals. These 
techniques can predict metabolic pathways in real time and have attained 
good performance criteria for accuracy, recall, and precision. To increase 
the precision of these techniques and investigate their potential uses in drug 
discovery and metabolic engineering, more study is required.

7.2.3 DATA MINING

Data mining, another artificial intelligence technique, has been used in 
conjunction with machine learning models to predict drug metabolism. 
These models help reduce false positives and filter improbable predictions, 
enabling faster inference and integration of metabolic predictions into drug 
development processes [18].

The set of chemical events that take place in living things to preserve life 
is known as metabolism, and data mining is a useful technique for predicting 
these reactions. Metabolic processes are a complex process that involves the 
conversion of nutrients into energy and the synthesis of molecules necessary 
for life. Predicting metabolism is important for understanding the underlying 
mechanisms of diseases such as metabolic syndrome and for designing 
metabolic engineering strategies to produce valuable compounds. Metabolic 
phenotypes have been accurately predicted using data mining techniques [19].

Machine learning techniques have been used to forecast enzymes, 
metabolites, and reactions that are part of metabolic circuits [20]. In these 
techniques, enzymes in metabolic pathways are grouped and categorized, 
and pathway dynamics are predicted from protein concentration data using 
supervised learning. It has been possible to predict metabolic syndrome, 
a group of disorders that raise the chances of heart disease, diabetes, and 
stroke, using machine learning techniques [21]. Early prediction of metabolic 
syndrome can help patients make lifestyle changes to prevent these diseases. 
Data mining methods have been useful in analyzing large datasets of 
metabolic data and in the detection of metabolic indicators that are most 
significant for predicting metabolic phenotypes [22]. These techniques 
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include empirical, comparative, investigative, and experimental research 
methods. To forecast metabolite synthesis, metabolic transformation sites, 
and metabolic pathways, computational techniques, and resources have 
been developed. These resources contain tools for the prediction of various 
endpoints and databases with data.

For two pathways that are important to synthetic biology and metabolic 
engineering, metabolic pathway dynamics have been predicted from protein 
concentration data using an ML approach. This method does not presuppose 
any specific interactions and uses arbitrary of new data to enhance predic-
tions. The prediction of metabolite concentrations from protein concentra-
tions as a function of time has also been done using kinetic models. By using 
these models, metabolic engineers can create pathways with the necessary 
titers, rates, and yields [23].

Finally, data mining has been used to predict metabolic phenotypes, 
elements of metabolic pathways, and metabolic syndrome. It is a valuable 
technique for forecasting metabolism. Kinetic models have been used to 
predict the concentrations of metabolite as a reference of time, and machine 
learning techniques are utilized to predict route dynamics. To forecast 
metabolite synthesis, metabolic transformation sites, and metabolic path-
ways, computational techniques, and resources have been developed. These 
techniques and resources are crucial for comprehending the underlying 
causes of illnesses and developing metabolic engineering plans to create 
useful molecules.

7.3 ADVANTAGES OF USING AI IN PREDICTING METABOLISM

7.3.1 ACCURACY

Accuracy is one of the advantages of employing AI techniques to forecast 
metabolism. Using established and locally created prediction equations, 
one can assess the precision of metabolism prediction [24]. In addition, 
specialized models to forecast the locations of metabolism of phases I and 
II processes are available. Here are a few examples of how well artificial 
intelligence can anticipate metabolism:

In a study evaluating the precision of resting metabolic rate prediction 
equations, adult participants used both established and locally created 
prediction formulas [25]. The computational tool Biotransformer integrates 
a knowledge-based strategy with an ML technique for predicting small 
chemical metabolism in human body the human gut, tissues, natural world. 
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An extensive evaluation of it resulted that it could outperform commercially 
available tools that are two state-of-the-art, with preciseness and generate 
values ranging to seven times greater procured for identical sets of phyto-
chemicals, pesticides, pharmaceuticals, or endobiotic in comparable or 
equivalent conditions [26].

7.3.2 EFFICIENCY

One advantage of AI technology is their effectiveness in forecasting how 
well drugs would be metabolized and removed via the human system. 
AI enables the quick screening of sizable compound libraries, providing 
insightful data on the compounds’ possible metabolism and excretion [27]. 
Using AI, it is now possible to forecast how drugs will be metabolized and 
excreted. Machine learning-based prediction models have been created 
recently to precisely forecast the drug’s metabolic stability. These models 
allow for quick inference, which makes it possible to incorporate metabolic 
investigations into the early stages of drug development [28]. But precise 
drug metabolism prediction necessitates knowledge of the relevant enzymes, 
the pace, and extent of metabolism, the locations of metabolism, etc.,

Even on highly capable modern computers, some methods, such as 
molecular dynamics and quantum chemistry calculations, have a high 
computational cost despite being correct. In order to increase efficiency, 
high-throughput applications are required [29]. To do this, explainable arti-
ficial intelligence also known as artificial intelligence can be explained as 
the method through which ML-based prediction models make are explored 
[30]. In summary, AI has demonstrated substantial promise in predicting 
drug metabolism, and with further advancement, it may significantly 
increase the efficiency of drug development.

7.3.3 COST-EFFECTIVENESS

A growing number of people are using AI methods to anticipate 
metabolism because of their usefulness and efficiency. Using this 
method, excretion and metabolism prediction, deep standard learning 
and ML have been utilized to forecast metabolic pathways and drug 
bioactivities [31, 32].

Using past patient data, these techniques have been successful in forecasting 
an individual’s treatment responses to various therapeutic combinations the 



148	 Artificial Intelligence for Chemical Sciences

affordability of AI systems for metabolism prediction is one of their key benefits. 
Traditional methods of estimating metabolism sometimes need substantial 
testing and data analysis, which can be costly and time-consuming. However, 
AI techniques are able to quickly and accurately analyze massive amounts of 
data, eliminating the need for expensive testing and data analysis [33]. The 
effectiveness of AI techniques for metabolism prediction is another benefit. 
With the use of AI technologies, researchers can quickly and precisely analyze 
large data to find recurring themes and networks that might not be immediately 
evident when using more conventional approaches. This may result in more 
precise predictions of drug bioactivities and metabolic pathways, as well as 
more effective pathway design [34].

7.3.4 REDUCES ERRORS

In the area of predicting metabolism, AI systems have several benefits, 
including error reduction. The metabolism and excretion of drugs, inborn 
metabolic mistakes, and the kinetics of metabolic pathways can all be 
predicted using AI algorithms. These forecasts can be created with greater 
precision than manual ones, which lowers the possibility of mistakes. An AI 
algorithm was utilized in a study that was published in Frontiers in Pediatrics 
to test for inborn metabolic abnormalities, which led to a higher incidence 
rate and fewer false negatives [35]. Another study focused on the applica-
tion of deep standard learning and machine learning algorithms to improve 
prediction accuracy as it investigated recent advancements in AI-based 
medication metabolism and excretion prediction. Pharmaceutics published 
this work [36].

Overall error reduction is just one benefit of using AI technologies to 
anticipate metabolism. With great accuracy, these techniques can be used to 
predict inborn metabolic errors, medication metabolism and excretion, and 
metabolic pathway kinetics. Additionally, through prediction, AI can help to 
lessen the frequency and effects of ADEs [37].

7.3.5 IMPROVED SPEED

A growing number of people are using AI techniques to forecast metabo-
lism because of their many benefits, including faster speeds. Large data 
sets can be analyzed by machine learning algorithms, which can also 
spot patterns that would be challenging for people to notice. This makes 
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it possible to anticipate metabolic routes more accurately, which helps 
metabolic engineers construct pathways with the necessary titers, rates, 
and yields [4].

AI has become an effective tool for forecasting drug metabolism and 
excretion, potentially lowering the attrition rate of drug development. With the 
aid of AI, we can model drug metabolism by identifying associated enzymes, 
the pace and dimension of metabolism, and the location of metabolism. 
Metabolic engineering’s application of machine learning allows us to select 
the best molecules to make and provide ideas for potential synthesis pathways 
for those molecules. A notable advantage over conventional methods is 
the higher speed of AI in predicting metabolism, which enables greater 
accuracy and quicker predictions [39]. We may anticipate significantly more 
innovations in medication development and drug metabolism prediction as 
AI develops.

7.4 APPLICATIONS OF AI IN PREDICTING METABOLISM IN 
VARIOUS FIELDS

7.4.1 DRUG DEVELOPMENT AND RESEARCH

The efficacy and safety of potential treatments must be determined, and AI 
for predicting drug excretion and metabolism has developed into a powerful 
tool. An essential first step in developing novel medications is predicting 
these mechanisms. AI-based predictions of drug excretion and metabolism 
have the potential to hasten medication development and boost clinical 
success rates. Recently, Artificial intelligence-based drug excretion and 
metabolism prediction has improved thanks to machine learning algorithms 
and deep learning [3].

By combining metabolic reaction templates and deep learning, it has 
been possible to anticipate the primary drug metabolites using deep learning 
algorithms. This method can predict drug metabolites and has some predic-
tive power even if it does not account for each and every metabolic enzyme 
utilized in human reactions [41].

Using machine learning (ML) models and their quick inference capa-
bilities, metabolic studies may now be incorporated into the development a 
medication in its early phases. ML models are applied in prognostication of 
metabolism and excretion, and the identification of metabolizing enzymes of 
drug and drug-drug interactions [8].
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The evolution of AI for analyzing drug excretion and metabolism faces 
numerous challenges, including the complexity of metabolic pathways, 
the need for accurate metabolite prediction, and the requirement for vast 
amounts of high-quality data. Several significant potential benefits observed 
in metabolism and excretion prediction, however, include quicker drug 
development and higher clinical rates [43].

Drug discovery experts will be better equipped to forecast a compound’s 
metabolic fate if the repertoire of predictive models is expanded beyond 
cytochrome P450 isozymes. A team of AI developers is advancing predictive 
modeling for enzymes that metabolize drugs [44].

7.4.2 ENVIRONMENTAL AND TOXICOLOGICAL SCIENCE

Metabolism has been predicted using ML and AI in the fields of environ-
mental and toxicological science. Toxicology prediction models, help to 
reach a scientific consensus and anticipate the toxicity of compounds, have 
been developed using AI technology [45].

Through dimension chemicals metabolites, and reduction, that might 
indicate illness status or toxicity, AI and ML can find variations between 
phenotypes [46]. It is feasible to find altered metabolites resulting from 
exposure to the environment using machine learning-based technologies [4]. 
In order to manage illness and promote plant health, AI has also been utilized 
to investigate the Phyto microbiome [48].

In environmental and toxicological science, metabolism has been 
predicted using AI and ML. These technologies have been employed in 
the creation and optimization of pathways, scale-up, and the detection of 
phenotypic variation [49]. It is now possible to find known or unidenti-
fied altered metabolites resulting from environmental exposure thanks to 
the application of AI and ML-based techniques. Additionally, AI has been 
applied to study the Phyto microbiome in order to control illness and 
advance plant health [50].

7.4.3 ADAPTIVE NUTRITION

AI, which can predict metabolism, may bring about a revolution in the field 
of adaptive nutrition. AI systems can be used to comprehend and forecast 
the complex and non-linear correlations for nutrition-related data and health 
outcomes [51]. ML can analyze metabolomics data that has been processed 
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for uses such as disease prediction and understanding disease causes. Because 
ML can cluster and categorize data, it is appropriate for analyzing compli-
cated and high-dimensional data produced in the field of nutrition [52]. 
Metabolic pathway prediction is one way AI is used to forecast metabolism. 
By using arbitrary amounts of new data to enhance predictions, a machine 
learning method can forecast metabolic pathways [53].

With very little data, this method had greater prediction power than a 
conventional kinetic model [54]. Individualized nutrition and health are 
another use. AI platforms can be trained using personal health data, and 
clinicians can analyze the forecast together with patient reports [55].

Additionally, diet response can be predicted using AI both before and 
after lengthy interventions. A digital twin technology can accurately forecast 
fresh independent data and mechanically clarify and incorporate information 
from several clinical studies [56]. It is crucial to remember that up until now, 
AI research has been successful in creating systems that excel at a particular 
activity. Most of these systems perform badly outside of that task, meaning 
that true intelligence has yet to be achieved.

7.4.4 SCIENCE OF SPORTS AND EXERCISE

Numerous uses for AI exist in the realm of sports and exercise metabolism 
prediction. AI can be used to forecast the likelihood of interactions between 
several medications at once in the body’s metabolism and excretion, which 
can help with drug discovery [3]. AI-powered computer models can predict 
the progression of the disease by looking at changes in metabolic and 
cardiovascular biomarkers like levels of cholesterol, the body’s mass index, 
insulin levels, and blood pressure [51]. Additionally, ML algorithms can be 
used to analyze exercise capacity utilizing baseline data such as cardiovas-
cular illness history, medication use, blood pressure, data on demographics, 
morphological measures, and dual-energy X-ray absorptiometry (DXA) 
determined physique structure metrics [59]. AI could use to forecast the 
best exercise regimens for patients with osteopenia and osteoporosis and to 
detect osteoporosis from medical pictures [60].

Additionally, utilizing whole-genome sequencing research as a founda-
tion, AI can be utilized to create a model for predicting metabolic syndrome. 
Finally, by anticipating weight loss, adherence to customized physical 
activity objectives, nutritional slip-ups, and periods of emotional eating, 
AI can be applied to enhance adult self-management to reduce weight and 
behavior changes correlated to weight [61].
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These AI-based applications for predicting metabolism in the context of 
exercise and sport can aid in drug development, disease progression predic-
tion, exercise capacity prediction, diagnosis, and self-control of weight 
reduction [62].

7.4.5 PRECISION MEDICINE

Precision medicine is a medical technique that aims to develop and 
optimize diagnosis, therapeutic intervention, and prognosis. It makes use 
of big biological datasets with several dimensions that capture individual 
differences in environment, function, and genes. Precision medicine may be 
revolutionized by Machine Learning and Artificial Intelligence, it will allow 
physicians to personally tailor early medicines to each patient. In addition 
to helping organizations adopt precision medicine, AI and ML can also aid 
research into the etiology and course of chronic diseases [63].

Predicting metabolism is one of AI’s uses in precision medicine. Preci-
sion medicine’s foundation is accurate, individualized therapy response 
prediction. By combining several data types from the same patient, such as 
genetic, clinical, and metabolic data, Drug response can be predicted using 
machine learning and artificial intelligence [64].

A higher level of accuracy can be achieved when predicting disease 
risk using AI and ML. For cancer and cardiovascular illness, prediction 
algorithms using AI techniques have produced encouraging results [65]. 
Organizations may benefit from AI and ML in a variety of ways, and they 
can also help us understand the causes and course of chronic illness. The 
application of machine learning algorithms in precision medicine to assess 
multiple record of patients, including medical, genetics, metabolites, image 
processing, experimental, claims dietary, and lifestyle data, is the most recent 
development [66].

Therefore, AI and ML have the power to completely transmute precision 
medicine by aiding doctors to individually tune early therapies. With more 
accuracy, AI and ML can be used to forecast illness risk and medication 
response. The use of ML methods in precision medicine to analyze various 
patient data is one of the most current advances. With the implementation of 
ML and AL, organizations may gain from precision medicine in a variety of 
ways. These technologies can also improve our understanding of the causes 
and course of chronic diseases [67].
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7.5 DIFFERENT DATABASES AVAILABLE

7.5.1 CHEMICAL DATABASES

1.	 Beilstein: Contains organic compounds and their properties.
2.	 BIAdb: Contains information on benzylisoquinoline alkaloids.
3.	 BindingDB: Contains information on the noncovalent association of 

molecules in solution.
4.	 ChEBI: Contains a dictionary of molecular entities focused on 

‘small’ chemical entities.
5.	 ChEMBL: Contains the integration of chemical, bioactivity, and 

genetic data; bioactive compounds with drug-like characteristics.
6.	 ChemSpider: Contains chemical structures and information on 

chemical reactions.
7.	 HMDB: includes metabolic products that have been identified in the 

human body.
8.	 HugeMDB: Contains small molecules.
9.	 PubChem: Contains information on chemical substances and their 

biological activities.
10.	 ChemBioFinder: Contains various databases for chemical substances 

[68–71].

7.5.2 ENVIRONMENTAL DATASETS

There are several sources of environmental datasets available online some of 
them are listed below:

1.	 Center for Sustainability and the Global Environment–UW- 
Madison: This center provides datasets that aim to improve our 
understanding of Earth’s terrestrial ecosystems, hydrological systems, 
and climate.

2.	 data.world: There are 3,248 environment datasets available on this 
platform, contributed by thousands of users and organizations across 
the world.

3.	 Deepchecks: This website lists the 10 best free climate and envi-
ronment datasets for machine learning, including datasets on earth 
surface temperature data, international greenhouse gas emissions, 
and air quality annual summary.
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4.	 EPA Environmental Dataset Gateway: Users can find, examine, 
and use datasets and geospatial tools made accessible by EPA’s 
program offices, regions, and labs using this website.

5.	 Open Data | US EPA: The EPA offers a data catalog that allows users 
to view or download datasets curated by the agency. Users can also 
access policies, guidance, data standards, and progress reports related 
to the agency’s open data initiative [49, 73, 74].

7.6 AI-BASED SOFTWARE TOOLS THAT CAN BE USED FOR 
METABOLISM PREDICTION

7.6.1 BIOTRANSFORMER 3.0

It is an AI-based computer program that provides predictions regarding soil 
and aquatic microbiota, gastrointestinal microbiota, and the small-molecule 
metabolism of mammals. The program is publicly available and employs 
both a machine learning (ML) strategy and a research-based approach 
to forecast the metabolism of small molecules. Biotransformer consists 
of EC-based, CYP450, Phase II, Human Gut Microbial, and Ecological 
Microbial subsystems. It aids researchers in discovering metabolites through 
metabolic predictions and can accurately predict the final products of meta-
bolic transformations. The input molecular structure is used to generate an 
interactive table of expected metabolic or transformation products, along 
with the predicted enzymes responsible for these processes [75, 76].

7.6.2 CYPREACT

A computer program called CypReact implements machine learning to 
anticipate how a small molecule will interact with a particular CYP450 
enzyme. The inputs that CypReact accepts include one of the most important 
human CYP P450 enzymes and any arbitrary molecule defined as a SMILES 
string or a typical SDF file. It then correctly predicts how the query molecule 
will respond to the specific CYP450 enzyme [77].

7.6.3 CYPRODUCT

A software program called CyProduct forecasts the metabolic byproducts of 
a particular human CYP450’s metabolism for a given chemical. It is divided 
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into three modules: CypReact can forecast the outcome of an interaction 
between a certain CYP450 enzyme and the query material. The “bond site,” 
or the bonds in the query molecule that interact with the Cytochromes, is 
properly predicted by CypBoM. The metabolic waste products predicted by 
MetaboGen are based on the predicted bond sites by CypBoM [78].

7.6.4 SMARTCYP

It is a method for figuring out where CYP P450-mediated metabolites are 
most likely to take place in molecules. The In-Silico method predicts the 
site where chemically like drug molecules would go through CYP P450-
mediated metabolism. The method, which is based on a reactivity model, 
tends to forecast locations where the cytochrome P450 3A4 isoform will 
metabolize substances. SMARTCyp is freely accessible online. SMARTCyp 
3.0 has replaced the previous website server for predicting the place where 
CYP P450-mediated metabolism occurs uses biotransformer to predict the 
metabolites generated by xenobiotic biotransformation pathways, such as 
phase I and II metabolism and microbial metabolism [79].

7.6.5 ADMET PREDICTOR

It is a specific kind of computer learning programme that forecasts more 
than a 300 attributes, such as solubility, logP, pKa, and CYP sites. It is a 
computational filter that can rapidly calculate attributes when screening drug 
candidates. A compound’s drug-likeness can be predicted using ADMET 
Predictor, and it can also be fixed if there is any ongoing ADMET liability in 
a lead series. Its REST API can be used to quickly calculate properties [80].

7.7 ADVANTAGES OF DIFFERENT AI TOOLS IN PREDICTING 
METABOLISM

7.7.1 WIDER APPLICATIONS

This software could have major beneficial benefits in a number of scientific 
disciplines, including analytical chemical science, natural products chemistry, 
farming, and food science, by resolving the limitations of in silico metabolism 
prediction.
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7.7.2 MULTIPLE APPROACHES

Many software programs use a range of procedures to entirely cover the 
metabolite prediction flow, including rule-based approaches the structures 
of likely metabolites, and other methods, that identify the site of metabolism.

7.7.3 AVAILABILITY

There are numerous freely accessible software tools available to make 
predictions about metabolism. This facilitates access to the usage of these 
tools by researchers.

7.7.4 USER-FRIENDLY

This online software can be used by anyone without the requirement for 
programming knowledge or the installation of local software, and web 
applications like Biotransformer, SmartCyp, etc., are easier to use than the 
standalone program.

7.8 LIMITATIONS OF DIFFERENT AI TOOLS IN PREDICTING 
METABOLISM

7.8.1 LACK OF STANDARDIZATION

The method for predicting metabolites is not fully standardized, and it is 
unclear how different methodologies would affect the functional result.

7.8.2 RELIANCE ON EXPERIMENTAL DATA

The degree of prediction accuracy will depend on the caliber and volume of 
experimental data utilized to train the program.

7.8.3 LIMITED SCOPE

Some software programs have restrictions on the types of molecules they 
can anticipate.
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7.8.4 UNABLE TO ACCURATELY FORECAST METABOLITES IN NON-
MAMMALS

Due to the bias against mammals in the processed metabolic data, it is 
impossible for the software to accurately forecast the metabolites generated 
by bacteria, plants, or insects.

7.9 CASE STUDIES OF VARIOUS MARKETED DRUGS

7.9.1 BACKGROUND

A program called Biotransformer 3.0 predicts the gut microbiome and small 
chemical metabolism in animals. It is a free web service and freeware applica-
tion for precise, thorough metabolic prediction and in silico metabolite iden-
tification. Biotransformer applies both a machine learning-based method and 
a method based on research that forecasts the metabolism of tiny molecules. 
Evolutionary computation-based, Cytochrome P450, Phase II, Human Gut 
Microbial, and Environmental Microbial are the five distinct modules.

In addition to providing a reaction research base containing general 
biotransformation principles, preference criteria, and different restrictions for 
metabolism prediction, the programme generates projected metabolite structures 
in popular electronic file formats. The Biotransformer was found to be capable 
of properly predicting the human gut metabolism of a various of compounds, 
varying endogenous molecules to xenobiotics, after a thorough evaluation. It is 
a hybrid software that forecasts xenobiotic metabolism in various systems. An 
evaluation of the precision of the predictions for a particular set of compounds, 
the identification of metabolites, and a comparison of the outcomes with other 
methods are all po components of a case study of the forecasting of chemical 
metabolism using the Biotransformer program. The case study also investigates 
how Biotransformer might be used to find new drugs and their metabolites to 
evaluate risks caused by the metabolites [81–83] (Figure 7.1).

7.9.2 TYPES OF METABOLISM

7.9.2.1 PHASE I (CYP450)

The initial phase in the liver’s detoxification process is called phase I trans-
formation, and it involves a broad set of isoenzymes known as cytochrome 
P450 (CYP450). The P450 enzymes use processes like oxidation, reduction, 
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hydrolysis, hydration, and dehalogenation to change lipid-soluble toxicants 
into more polar, less lipid-soluble forms. P450 enzyme activity varies from 
person to person and is influenced by heredity, illness conditions, and drug-
nutrient interactions. A significant member of the CYP450 enzyme super-
family, CYP2C19, is in charge of clearing 10% of regularly used medicines 
that transit through phase I metabolism [84, 85].

FIGURE 7.1  Overview of biotransformer 3.0.

Genetic variations of CYP2C19 have a major impact on the effectiveness 
and safety of several medications, which may result in unfavorable side 
effects or treatment failure at the recommended dosage. Most anticancer 
medications are metabolized by CYP450 enzymes, and genetic variants in 
CYP450 genes are linked to individual variances in cancer susceptibility 
as well as treatment results in terms of the toxicity and effectiveness of 
chemotherapy agents [86].

7.9.2.2 PHASE II

Phase II transformation in metabolism refers to the addition of water-loving 
groups to the parent molecule, a risky intermediate, or a benign metabolite 
produced in phase I that needs extra transformation to improve its polarity. 
Acetylation, glucuronidation, conjugation reactions, and sulfation are 
examples of phase II reactions. The molecule becomes more water-soluble 
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and simpler to expel from the body as a result of these processes, which 
operate as a detoxifying phase in metabolism [87].

Phase II reactions include the following examples:

•	 Glucuronidation: Adding a glucuronic acid molecule to a substance 
or metabolite to increase its water solubility and facilitate excretion

•	 Acetylation: It is the process of adding an acetyl group to a substance 
to make it more water-soluble and excretable.

•	 Sulfation: It is the action in which of adding a sulfate group to a medi-
cation or metabolite to make it more water-soluble and excretable.

Because older patients may have impaired phase I metabolism and 
depend more heavily on phase II reactions to metabolize medicines, phase II 
metabolism is especially crucial in these patients [89, 90] (Figure 7.2).

FIGURE 7.2  Overview of phase-I and phase-II metabolism.

7.9.2.3 HUMAN GUT MICROBIAL TRANSFORMATION

Hundreds of food ingredients, commercial chemicals, and medications are 
converted into metabolites by the human gut bacteria, which have different 
functions, and toxicity levels, and live in the body. The metabolism of xeno-
biotics by gut microbes frequently differs from that of host enzymes in terms 
of chemistry [42, 91]. The metabolic changes mediated by gut microbes have 
an impact on the effectiveness of medication therapy and the etiology of 
inflammatory gastrointestinal illnesses.



160	 Artificial Intelligence for Chemical Sciences

In addition to xenobiotics, gut microorganisms can change bile acids into 
a variety of forms that considerably expands their biological function and 
diversity. Primarily bile juices are created by the liver, but microorganisms 
of stomach change these substances. Bile acid conversions mediated by gut 
microbes have effects on gut metabolism, cell signaling, and microbiome 
composition [58, 72].

7.10 MATERIAL AND METHODOLOGY

The compounds’ structures were drawn using ChemDraw Ultra 8.0, and they 
were then converted to SMILES format. The webpage was used to access the 
Biotransformer 3.0 server. From the drop-down menu at the top of the predic-
tion of metabolism screen, select the desired metabolic transformation. Phase 
I processes (cytochrome P450), phase II reactions (glucuronidation, sulfation, 
acetylation, methylation, and glutathione conjugation), and microbial metabo-
lism are among the eight different types of metabolic transformation predic-
tions offered by bio-transformer. To forecast small molecule metabolism, 
bio-transformer employs both a research-based method and an ML-based 
method. SMILES text is then provided as input for the chemical prediction.

7.10.1 DATA SET USED FOR PREDICTION

The metabolism prediction is employed on a data set of various drugs 
presented in Table 7.1.

7.10.2 PREDICTION OF METABOLISM

The metabolism prediction was performed by the software Biotransformer 
3.0. The different types of metabolism predictions performed are:

1.	 Phase I (Cyp450) transformation.
2.	 Phase II transformation.
3.	 Human gut microbial transformation.

The metabolism predictions of various drugs are as follows:

	 Compound No. 1
•	 Name: Acetaminophen
•	 IUPAC Name: N-(4-hydroxyphenyl)acetamide
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TABLE 7.1  Data Set Compounds

SL. No. Compound Name Structure SMILES String
1. Acetaminophen (N-(4-hydroxyphenyl)

acetamide)
CC(=O)NC1=CC=C(C=C1)O

2. Hydroxychloroquine (2-[4-[(7-chloroquinolin-
4-yl)amino]pentyl-ethylamino]ethanol)

CCN(CCCC(C)NC1=C2C=CC 
(=CC2=NC=C1)Cl)CCO

3. Omeprazole (6-methoxy-2-[(4-
methoxy-3,5-dimethylpyridin-2-yl)
methylsulfinyl]-1H-benzimidazole)

CC1=CN=C(C(=C1OC)C)CS(=O)
C2=NC3=C(N2)C=C(C=C3)OC 

4. Loperamide (4-[4-(4-chlorophenyl)- 
4-hydroxypiperidin-1-yl]-N,N-dimethyl-2,2-
diphenylbutanamide)

CN(C)C(=O)C(CCN1CCC(CC1)
(C2=CC=C(C=C2)Cl)O)(C3=CC=CC=C3)
C4=CC=CC=C4
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1.	 Phase I (Cyp450) Transformation:

2.	 Phase II Transformation:

3.	 Human Gut Microbial Transformation:

	 Compound No. 2
•	 Name: Hydroxychloroquine
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•	 IUPAC Name: 2-[4-[(7-chloroquinolin-4-yl)amino]pentyl-ethylamino] 
ethanol

1.	 Phase I (Cyp450) Transformation:
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2.	 Phase II Transformation:

3.	 Human Gut Microbial Transformation:

	 Compound No. 3:
•	 Name: Omeprazole
•	 IUPAC Name: 6-methoxy-2-[(4-methoxy-3,5-dimethylpyridin-2-yl)

methylsulfinyl]-1H-benzimidazole.
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1.	 Phase I (Cyp450) Transformation:

2.	 Phase II Transformation:
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3.	 Human Gut Microbial Transformation:

	 Compound No. 4:
•	 Name: Loperamide
•	 IUPAC Name: 4-[4-(4-chlorophenyl)-4-hydroxypiperidin-1-yl]-N,N-

dimethyl-2,2-diphenylbutanamide.

1.	 Phase I (Cyp450) Transformation:
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2.	 Phase II Transformation:

3.	 Human Gut Microbial Transformation:

7.11 RESULTS DISCUSSION

The Biotransformer 3.0 software produced excellent results in the biotrans-
formation of various drugs with multiple metabolic pathways, including:

1.	 Phase I (cytochrome P450 [CYP450]) transformation
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2.	 Phase II transformation
3.	 Human gut microbial transformation

These pathways involve various metabolic reactions leading to the 
formation of multiple metabolic by-products, as detailed in the tables above.

7.12. COMPARISON OF TRADITIONAL METHODS AND AI TOOLS

Traditional statistical models of kinetics have been used to forecast route 
dynamics, but they are labor-intensive to create and call for a deep under-
standing of biology. In order to boost accuracy and enable real-time predic-
tion and regulation of biological pathways, machine learning provides a 
simpler method for using proteome and metabolomic data.

7.12.1 TRADITIONAL METHODS

7.12.1.1 KINETIC MODELS

Kinetic models can forecast concentrations of metabolite as a function of 
time from the concentration of protein by incorporating enzyme kinetics. 
Metabolic engineers can use this type of prediction to design routes with the 
desired yield, rates, and titters [38].

7.12.1.2 COMPUTING METHODS

These techniques are divided into two groups: structure-based methods and 
ligand-based methods. While ligand-based approaches utilize information 
about a molecule’s chemical properties to predict its metabolism, structure-
based approaches employ information about a molecule’s 3D structure and 
the enzyme involved in it [47].

7.12.1.3 BIOINFORMATICS TOOLS

These technologies apply a combination of ML and research-based tech-
niques for predicting the metabolism of small molecules in human tissues. 
They may be employed to predict how tiny molecules’ structures would 
change as a result of biological or environmental degradation [53].
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7.12.1.4 MOLECULAR STRUCTURE MATCHING

This method predicts both novel metabolic pathways and classes of previously 
recognized metabolic pathways using bioinformatics technologies. It entails 
comparing a compound’s chemical structure to a database of recognized 
metabolic pathways.

To forecast how a chemical will be metabolized in the body, these 
conventional methods of metabolism prediction rely on several forms of data 
and computational approaches [40].

7.12.2 AI-BASED APPROACHES

AI has become a potent tool for forecasting drug excretion and metabolism, 
with the potential to hasten the drug development process. Traditional 
statistical approaches rely on strong assumptions, but ML techniques have a 
great deal of flexibility and are devoid of previous assumptions [4].

Pharmaceutical companies may benefit greatly from the use of 
machine learning techniques if they want to generate pharmaceuticals 
more quickly, which would result in cheaper production costs and better 
replication. With recent advancements in AI, the use of AI in pharma-
ceutical research has significantly risen thanks to ML and deep standard 
learning (DL) [41].

Particularly DL architectures show highly accurate biological/chemical 
property predictions in a short amount of time using AI-based models.

7.13 SUMMARY AND CONCLUSION

In this chapter, we predicted the various metabolic biotransformations of 
different drugs with the help of Biotransformer 3.0 software which is based 
on AI techniques. We also discussed AI techniques, their applications, 
the advantages, and disadvantages of AI-based software, and their uses. 
AI involves techniques like ML, artificial neural networks, deep standard 
learning, and data acquisition and the software based on these techniques 
has shown promise for predicting metabolism and advancing metabolic 
engineering. As these technologies evolve and improve, they perform a 
significantly important role in developing more efficient and accurate meta-
bolic processes.
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CHAPTER 8

ABSTRACT

During drug development, it has been observed that safety is the most 
important issue. For the estimation of chemical safety of designed molecules, 
evaluation of chemical toxicity is of great importance. In recent years machine 
learning models have gathered exceptional attention in order to predict the 
toxicity of small molecules. There are several toxic parameters which were 
identified In-silico like acute oral toxicity, hepatotoxicity, cardiotoxicity, 
mutagenicity, etc. In a last decade various software’s were develop to predict 
the toxicity. This chapter include computational approaches to predict 
the toxicity of small molecules using software’s like ProTox-II, Derek 
(Deductive estimate of risk from existing knowledge), ToxiM, ADMET 
Predictor, OECD toolbox, Toxtree, q-Tox, TOPKAT, MDL QSAR, Osiris 
property explorer, T.E.S.T., etc.
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8.1 INTRODUCTION

One of the crucial problems in today’s drug development is identification 
of toxic chemical compounds. In vivo systems pose significant obstacles, 
making this process highly challenging. The toxicity of chemical compounds 
is one the main causes of withdrawal of drug candidates under preclinical 
trials and this leads to major failure in the drug discovery program [1]. 
Toxicity predication of drugs is an important as it helps to measure the unde-
sirable effects of drugs such as genotoxicity and carcinogenicity. Initially, 
the predication of toxicity was done using animal models however it was 
found to be a complex process. Other than this in silico toxicological assess-
ments were used with the help of different algorithms, software, data, etc., to 
predict the toxicity of chemicals [2].

Toxicity prediction involves utilizing computational methods and models 
to evaluate the possible toxicity or harmful effects of chemical compounds. 
It is a fundamental aspect of drug discovery, chemical safety assessment, 
and environmental risk analysis. In silico toxicity prediction uses informa-
tion from different computational tools which can analyze the adverse effect 
of drugs. These tools aim to minimize the animal testing and to enhance 
the safety assessment and through the application of diverse computational 
approaches, toxicity prediction endeavors to offer valuable information 
regarding the potential dangers and risks linked to chemical substances [3]. 
Computational tools are able to predict the toxicity even before synthesizing 
chemical compounds which reduces the production cost. To predict the 
toxicity different computational tools were required such as a database which 
has all the information about chemicals, their properties, and their toxicity, 
software for predication of different toxicity, visualization tools.

8.2 TYPE OF TOXICITY PREDICTED IN-SILICO

There were different toxicity parameters studied for a molecule before it is 
processed for in-vitro studies.

8.2.1 HEPATOTOXICITY

This is one of the commonly occurring toxicity in the drug molecules which 
results in drug withdrawal and drug failure under clinical trials. This is also 
known as drug-induced liver injury in which impairment of liver functions 
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is commonly seen on exposure to various drug candidates. From a decade 
around 700 drugs were reported to show hepatotoxicity which makes it 
necessary to perform in-silico hepatotoxicity study before performing 
clinical trials and marketing the drug [4]. To predict the in-silico toxicity 
of liver various databases are available like the liver toxicological map, 
LiverTox, Hepatox, Liver Toxicity Knowledge Base, etc.

In 2015 a group of scientists has developed DILI-positive and DILI-
negative database by combining 4 different dataset [4]. The DILI-positive 
database represents the drugs possessing high risk for DILI and the DILI-
negative stands for drugs showing low risk of DILI [4]. The first dataset 
used for this combined database was NCTR data set from FDA’s National 
Center for Toxicological Research [4]. The second data set used was popu-
larly known as Greene data set given by Greene et al. [5] which serves as 
a validation set along with Xu data set introduced by Xu et al. [6] and the 
fourth dataset was from Liew et al. which was known as Liew dataset [7]. 
By leveraging their extensive database, they successfully validated 475 
drugs, out of which 198 drugs were confirmed with an impressive accuracy 
of 86.9%. Moreover, their validation process exhibited a sensitivity of 82.5% 
and a specificity of 92.9%.

8.2.2 CARDIOTOXICITY

Cardiotoxicity is a type of toxicity related with the blockage of potassium 
channels that prolongs the QT interval. There are a number of drugs known 
which were withdrawn from the market due to the cardiotoxicity such as 
astemizole, cispride, sertindole and terfenadine. There are a number of 
classifier and regression ML models were available to predict the toxicity 
[8]. In 2016 a combination of pharmacophore modeling and ML was used 
by the researcher Wang et al. to predict the hERG toxicity [9]. In this 
exercise, total 587 molecules were tested using Naïve Bayes (NB) and SVM 
algorithms. The SVM algorithm model demonstrated promising results with 
84.7% accuracy on the training set and 82.1% accuracy on the test set. These 
figures indicate the model’s capability to perform well on both the data it was 
trained on and new, unseen data. Another model deephERG based on the DL 
based approach was developed by a group of researchers named Cheng et 
al. in 2019 [10]. They have used 7,889 compounds selected from different 
databases such as PubChem, CHEMBEL and other literature sources which 
were having defined hERG inhibitions.
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8.2.3 ACUTE ORAL TOXICITY

Acute oral toxicity is indicated by the median lethal death LD50 that shows the 
dose of drugs on administration causing 50% death rate in animals. This is one 
of the most common toxicity parameter required in regulatory framework. A 
number of ML models were introduced to calculate acute oral toxicity. Such 
as deepAOT model proposed by the Lai et al. to calculate acute oral toxicity 
which was based on the MGE-CNN architecture (molecular graph encoding 
convolutional neural network [11]. In this exercise, total 2,200 compounds 
were used for validation by using database from admetSAR database [12], 
Toxicity estimation software tool [13] and the MDL Toxicity Database [8]. 
In 2018 another model name MT-DNN (Multitask deep neural network) was 
proposed to identify LC50 and LD50 [14]. In this model ECOTOX aquatic 
toxicity database [15], ChemIDplus database [16] and toxicity estimation 
software tool database were used [13].

In silico prediction of genotoxicity involves using computational methods 
and models to assess the potential genotoxicity of chemical compounds 
without performing extensive laboratory experiments. These computational 
approaches aim to predict the likelihood of a compound causing genetic 
damage by analyzing its chemical structure, molecular properties, and 
similarities to known genotoxic compounds. In silico methods provide a 
cost-effective and time-efficient way to screen large chemical libraries and 
prioritize compounds for further evaluation.

8.2.4 GENETOXICITY

Several computational tools and approaches are used for in silico prediction 
of genotoxicity, which are discussed in subsections.

8.2.4.1 QUANTITATIVE STRUCTURE-ACTIVITY RELATIONSHIP (QSAR) 
MODELS

These are statistical models that correlate chemical structures (represented 
by molecular descriptors) with their biological activities or toxicological 
endpoints. QSAR models trained on genotoxicity data can predict the potential 
genotoxicity of new compounds based on their structural similarity to known 
genotoxic compounds [17].
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8.2.4.2 EXPERT SYSTEMS AND DECISION TREES

Expert systems are rule-based systems that incorporate expert knowledge to 
predict genotoxicity based on a set of predefined rules and criteria. Decision 
trees use a hierarchical structure of decision nodes to classify compounds as 
genotoxic or non-genotoxic based on specific molecular features [18].

8.2.4.3 MACHINE LEARNING ALGORITHMS

Indeed, a diverse range of machine learning techniques, including Support 
Vector Machines (SVM), Random Forest and Neural Networks, can be 
effectively employed to construct predictive models for genotoxicity. 
These methods leverage different approaches and algorithms to analyze 
genotoxicity data, enabling researchers to identify potential genotoxic 
compounds and predict their effects accurately. The choice of technique 
often depends on the nature of the data, the size of the dataset, and the 
specific requirements of the genotoxicity prediction task at hand. By 
exploring and comparing these various machine learning approaches, 
scientists can enhance their understanding of genotoxicity and develop more 
robust predictive models. These algorithms learn patterns and relationships 
in training data and use that knowledge to predict the genotoxic potential 
of new compounds [8].

8.2.4.4 TOXICOPHORE IDENTIFICATION

Toxicophores are substructures or functional groups within molecules that 
are associated with genotoxicity. Computational tools can identify and 
prioritize these toxicophores in new compounds to assess their potential 
genotoxicity [19].

8.2.4.5 CHEMOINFORMATICS AND MOLECULAR DESCRIPTORS

Molecular descriptors are numerical representations of chemical compounds 
based on their structural properties. By comparing molecular descriptors 
of a compound to those of known genotoxic compounds, researchers can 
estimate its likelihood of being genotoxic [20].
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8.2.4.6 READ-ACROSS AND STRUCTURAL SIMILARITY

Read-across is a method that uses data from structurally similar compounds 
with known genotoxicity to predict the genotoxic potential of new compounds 
with similar structures [21].

It’s essential to note that in silico predictions are only as reliable as the data 
used to train the models. Absolutely, the accuracy of predictions in genotoxicity 
models heavily depends on the availability and quality of the experimental 
data used during model development and validation. The old adage “garbage 
in, garbage out” holds true in the context of machine learning. If the input data 
is flawed, incomplete, or biased, it can lead to poor model performance and 
unreliable predictions. To build accurate and reliable predictive models for 
genotoxicity, researchers must ensure that the data used for training and testing 
is representative of the real-world scenarios they want to apply the model to. 
This requires collecting diverse, well-curated, and comprehensive datasets 
that encompass a wide range of genotoxic compounds and non-genotoxic 
compounds. Additionally, the quality of data labeling and annotation is critical. 
Properly labeled data helps the model learn the patterns and relationships 
between features and outcomes, leading to more robust predictions. It’s also 
important to validate the model using independent datasets to ensure that it 
generalizes well and is not overfitting to the training data. Overfitting occurs 
when the model memorizes the training data but fails to perform well on new, 
unseen data. In summary, the success of predictive models for genotoxicity 
hinges on the data’s quality, representativeness, and proper validation. By 
diligently addressing these aspects, researchers can develop more accurate and 
reliable models that aid in genotoxicity assessment and safety evaluation of 
potential compounds. In silico genotoxicity prediction is widely used in early 
stages of drug development, chemical risk assessment, and environmental 
safety evaluations. It helps researchers and regulatory agencies to efficiently 
prioritize compounds for further testing and reduce the need for extensive and 
expensive experimental genotoxicity assays. However, it is crucial to combine 
in silico predictions with in vitro and in vivo testing for a comprehensive 
assessment of a compound’s genotoxic potential.

8.3 COMPUTATIONAL MODELING METHODS

Predicting the toxicity of chemicals is a complex task, and various modeling 
methods are available to address different aspects of toxicity prediction. 
Some of the commonly used modeling methods include:
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1.	 Structural Alerts and Rule-based Models: These models are based 
on identifying specific substructures or molecular features known as 
“alerts” that are associated with toxicity. If a chemical contains these 
alerts, it is flagged as potentially toxic.

2.	 Chemical Category, Read Across, and Trend Analysis: These 
approaches involve grouping chemicals into categories based on 
similarities in structure or properties. If data on toxicity exist for 
one chemical in a category, that information can be extrapolated to 
predict the toxicity of other chemicals in the same category.

3.	 Dose-Response and Time-Response Models: These models focus 
on understanding how the toxicity of a chemical varies with different 
doses or exposure times. They help estimate the effects of different 
levels of exposure.

4.	 Pharmacokinetic Models: These models examine how the body 
processes and distributes a chemical. Understanding the pharmaco-
kinetics helps in assessing the potential toxicity of a substance and its 
metabolites.

5.	 Pharmacodynamic Models: These models investigate how a chemical 
interacts with specific biological targets, receptors, or enzymes, which 
influences its toxicity.

6.	 Uncertainty Factor Models: These models introduce safety margins 
to account for variations and uncertainties in data and make predic-
tions more conservative to protect against potential adverse effects.

7.	 Quantitative Structure-Activity Relationship (QSAR) Models 
use mathematical relationships between chemical structure and 
biological activity to predict the toxicity of new chemicals based on 
similarities with known compounds.

Each modeling method has its strengths and limitations, and the choice 
of approach depends on the availability of data, the specific toxicity endpoint 
being considered, and the resources and expertise available for analysis. 
In many cases, combining multiple modeling techniques can enhance the 
overall predictive power and accuracy of toxicity assessments.

8.3.1 STRUCTURAL ALERTS

This is one of the most talked factors of predicting toxicity in medicinal 
chemistry. In structural alerts toxicity of a functional group or a fragment of a 
moiety has been detected and having knowledge about the role of functional 
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groups and fragments of a structure in the toxicity can help in designing 
a less toxic compound. Structural alerts has gained major attention from a 
decade as it helps in identifying compounds which can serve major toxicity 
problem as there is high possibility that a chemically reactive fragments of 
a compound on exposure to human enzyme can undergo bioactivation and 
form a toxic fragment which is also known as residual toxicity [22]. Thereby 
structural alerts can help in visualizing potential structural features which 
can cause adverse reactions in near future.

Structural alerts were also used to predict the mutagenicity by using 
QSAR model. Various software’s like Derek, Toxtree and ToxCast, etc., are 
available to predict the structural alerts.

8.3.1.1 METHODS

For analyzing the structural alerts majorly four different databases viz. 
Scopus, Google scholar, Web of Science and PubMed are used. From these 
databases structural alerts were find out using different chemical strategies 
such as metabolic switching wherein introduction of structural essentials 
of interest is involved. Another strategy is used by reducing the metabolic 
density, or by changing the metabolically resistant groups with the groups 
showing structural alerts, etc. [23].

8.3.1.2 METABOLIC SWITCHING

In order to deviate the metabolism process, metabolic switching is used 
in which the different structural features were added to the main structure 
so that its metabolism process can be changed. It can also be deviated by 
blocking the metabolic sites. Some of the examples of metabolic switching 
are given as follow:

1.	 Nifedipine and Amlodipine: Nifedipineis known to contain nitro 
group as structure alert but there is no evidence available which 
shows metabolite formation due to the nitro group reduction. Whereas 
amlodipine, a metabolite of nifedipine having dihydropyridine struc-
ture along with the calcium channel blocker were used. Amlodipine 
is alkaline in nature which increases its volume of distribution and 
also influences its plasma half life [24].
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2.	 Tolcapone and Entacapone: Another example of metabolic 
switching is Tolcapone and entacapone in which entacapone is the 
metabolite of tolcapone which is used to overcome the adverse effects 
of tolcapone [25].

8.3.1.3 REDUCING ELECTRONIC DENSITY

Reducing electronic density is another mode of structural alerts in which the 
toxicity is overpass by reducing the electronic density of metabolite. One 
such example is Imipramine having hepatotoxic epoxide metabolite formed 
by the hydroxylation, demethylation and N-oxidation metabolization process. 
In this molecules electronic density was changed by converting imipramine 
to clomipramine by replacing hydrogen group at position 2 of benzazepine 
moiety with chlorine group which is an electron attracting atom [23].
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8.3.1.4 SUBSTITUTION OF POTENTIAL STRUCTURAL ALERTS WITH 
METABOLICALLY RESISTANT SUBSTITUTES

This is one of the commonly used chemical strategy in which the potential 
structural alert is being partially or fully replaced with a substitute whose 
functional groups are resistant to any kind of metabolism or biotransforma-
tion. Some of the examples are discussed as follow:

1.	 Procainamide: It is a well-known antiarrhythmic agent which 
metabolized into N-hydroxyaniline derivative and nitroso derivative. 
This drug is popularly known for showing its adverse reaction such 
as agranulocytosis and bone marrow toxicity [26, 27]. To overcome 
its adverse reaction aniline fragment of procainamide is replaced and 
resulted into flecainide.
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	 Other examples of replacement are as follow – replacement of carbu-
tamide amine group with methyl group [28]:

	 Replacement of Practolol with Atenolol by formation of N-hydroxy-
aniline derivative [29]:

	 Replacement Ibufenac with Ibuprofene [23]:

8.4 USE OF SOFTWARE’S IN TOXICITY PREDICTION

Toxicity prediction heavily relies on the use of various software tools that 
facilitate data processing, modeling, and analysis. These software applica-
tions enable researchers and toxicologists to efficiently assess the potential 
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toxicity of small molecules and prioritize compounds for further experi-
mental testing. Here are some of the commonly used software in toxicity 
prediction [30].

8.4.1 CHEMICAL DATABASES AND DATA MANAGEMENT

1.	 PubChem: It is a free database maintained by the National Center 
for Biotechnology Information, which is part of the United States 
National Library of Medicine. It serves as a comprehensive resource 
for information on the biological activities of small molecules. 
PubChem collects and provides data on a wide array of chemical 
compounds, including information on their chemical structures, 
properties, biological activities, and associated references. The 
database contains chemical information from various sources, 
including literature, high-throughput screening programs, and other 
public domain databases. Researchers, scientists, and the general 
public can access PubChem’s vast collection of data through its user-
friendly web interface. It facilitates searches for specific chemical 
compounds, their properties, and associated biological activities. 
PubChem is widely used in the scientific community for drug 
discovery, toxicology studies, chemical biology research, and other 
areas that involve the study of small molecules and their interactions 
with biological systems [31].

2.	 ChEMBL: A large database containing bioactivity data, including 
toxicity information, for a wide range of compounds [32].

3.	 Tox21 Data Browser: Provides access to high-throughput screening 
data for thousands of compounds, allowing users to explore toxicity-
related information [33].

8.4.2 DATA PREPROCESSING AND VISUALIZATION

1.	 KNIME: It is an open-source platform designed for data analytics, 
reporting, and integration. It empowers users to preprocess and 
visualize toxicity data effectively, facilitating the preparation of data 
before building predictive models [34].

2.	 R and Python: Programming languages commonly used for data 
manipulation and visualization in toxicity prediction research.
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8.4.3 QUANTITATIVE STRUCTURE-ACTIVITY RELATIONSHIP (QSAR) 
MODELING

1.	 DSSTox: A collection of tools and resources for chemical screening 
and QSAR modeling provided by the U.S. EPA.

2.	 QSAR Toolbox: Developed by the European Chemicals Agency 
(ECHA), it allows users to predict chemical properties and toxicity 
endpoints using QSAR models [35].

3.	 Dragon: A software suite that calculates molecular descriptors and 
builds QSAR models for various toxicological endpoints.

8.4.4 MACHINE LEARNING AND PREDICTIVE MODELING

1.	 WEKA: A machine learning software that provides a wide range 
of algorithms for building predictive models, including for toxicity 
prediction.

2.	 Scikit-Learn: A Python library for machine learning, offering various 
algorithms and tools for predictive modeling.

3.	 MOE (Molecular Operating Environment): Combines molecular 
modeling capabilities with machine learning tools for toxicity 
prediction.

8.4.5 HIGH-THROUGHPUT SCREENING (HTS) DATA ANALYSIS [36]

1.	 ToxPi: A software tool that visualizes and analyzes high-dimensional 
toxicity data generated from HTS assays.

2.	 OpenTox: An open-source platform for predictive toxicology that 
supports the analysis of HTS data and the development of predictive 
models.

8.4.6 CHEMOINFORMATICS TOOLS [37]

1.	 RDKit: An open-source chemoinformatics toolkit that provides 
functions for chemical structure handling, descriptor calculation, and 
QSAR modeling.

2.	 ChemAxon: Offers various chemoinformatics tools for structure repre-
sentation, calculation of molecular descriptors, and toxicity prediction.
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8.4.7 DEEP LEARNING FRAMEWORKS [38]

1.	 TensorFlow and Keras: Widely used deep learning frameworks for 
building neural network models for toxicity prediction.

2.	 PyTorch: Another popular deep learning library used for developing 
and deploying predictive models in toxicity assessment.

8.4.8 ADME-TOX PREDICTION [39]

1.	 ADMET Predictor: A software tool that predicts various ADME 
(Absorption, Distribution, Metabolism, Excretion) properties, 
including toxicity-related endpoints.

2.	 GastroPlus: A simulation software that aids in predicting the absorp-
tion, pharmacokinetics, and pharmacodynamics of compounds, 
influencing their toxicity profiles.

These software applications offer valuable resources for researchers 
and toxicologists, enabling them to integrate data from diverse sources, 
develop predictive models, and prioritize compounds based on their poten-
tial toxicity. By using these tools, researchers can accelerate the process of 
toxicity assessment and ultimately contribute to safer drug development and 
chemical risk evaluation.

8.5 LIST OF THE SOFTWARE’S FOR TOXICITY PREDICTION

A variety of software tools are available for predicting various toxicities, as 
mentioned in Table 8.1.

8.5.1 FREELY AVAILABLE SOFTWARE

8.5.1.1 CAESAR MODELS

CAESAR stands for ‘Computer-Assisted Evaluation of Industrial Chemical 
Substances According to Regulations.’ It is a project that created a number of 
statistically based models and was sponsored by the European Union (EU). 
This open-source software is accessible online via the web and was specifi-
cally designed to develop quantitative structure-activity relationship (QSAR) 
models and comply with REACH legislation. It can predict five endpoints 
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TABLE 8.1  List of the Software’s for Toxicity Prediction

SL. No. Software Availability Accessibility
1. EPI suite Freely available http://www.epa.gov/oppt/exposure/pubs/episuite.htm
2. OncoLogic Freely available http://ecb.jrc.ec.europa.eu/qsar/qsar-tools
3. Toxtree Freely available http://ecb.jrc.ec.europa.eu/qsar/qsar-tools
4. Toxmatch Freely available http://ecb.jrc.ec.europa.eu/qsar/qsar-tools
5. OECD QSAR Toolbox Freely available http://www.oecd.org
6. Lazar Freely available http://lazar.in-silico.de
7. Caesar project models Freely available http://www.caesar-project.eu/software/index.htm
8. PASS Freely available http://195.178.207.233/PASS/index.html
9. T.E.S.T. Freely available http://www.epa.gov/nrmrl/std/cppb/qsar/#TEST
10. ADMET predictor Commercial http://www.simulations-plus.com
11. TOPKAT Commercial http://www.accelrys.com
12. Pallas software Commercial http://www.compudrug.com
13. Derek Lhasa Ltd Commercial http://www.lhasalimited.org
14. MultiCASE Commercial http://www.multicase.com
15. MDL QSAR Commercial http://www.multicase.com
16. BioEpisteme Commercial http://www.multicase.com
17. ACD ToxSuite Commercial http://www.pharma-algorithms.com/webboxes
18. OASIS TIMES Commercial http://www.oasis-lmc.org
19. Molcode Toolbox Commercial http://molcode.com/
20. q-Tox Commercial -
21. CSFenoTox Commercial -

http://www.epa.gov/oppt/exposure/pubs/episuite.htm
http://ecb.jrc.ec.europa.eu/qsar/qsar-tools
http://ecb.jrc.ec.europa.eu/qsar/qsar-tools
http://ecb.jrc.ec.europa.eu/qsar/qsar-tools
http://www.oecd.org
http://lazar.in-silico.de
http://www.caesar-project.eu/software/index.htm
http://195.178.207.233/PASS/index.html
http://www.epa.gov/nrmrl/std/cppb/qsar/#TEST
http://www.simulations-plus.com
http://www.accelrys.com
http://www.compudrug.com
http://www.lhasalimited.org
http://www.multicase.com
http://www.multicase.com
http://www.multicase.com
http://www.pharma-algorithms.com/webboxes
http://www.oasis-lmc.org
http://molcode.com/
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that involve mutagenicity (ames test), skin sensitization, bioconcentration 
factor, carcinogenicity and developmental toxicities [40].

8.5.1.2 EPI SUITE

Numerous physicochemical features like partition coefficient, environmental 
fate factors, and ecotoxicity are estimated via the EPI (Estimation Programs 
Interface) Suite. It is a screening level tool that was created by the US EPA 
in partnership with Syracuse Research Corporation (SRC). It includes a data-
base of more than 40,000 chemicals called PHYSPROP©, where literature 
from merck, beilstein, etc., is involved. It involves different models that 
is used to predict various factors [41]: Different models used to estimate 
various factors are listed in Table 8.2.

TABLE 8.2  Models Used to Estimate Various Factors

Models Factors
KOWWIN™ Partition coefficient.
AOPWIN™ Gas-phase reaction rate.
HENRYWIN™ Henry’s law constant.
MPBPWIN™ Melting point, boiling point, and vapor pressure of organic chemicals.
BIOWIN™ Aerobic and anaerobic biodegradability of organic chemicals.
BioHCwin Biodegradation half-life for Hydrocarbons compounds.
KOCWIN™ Organic carbon-normalized sorption coefficient for soil and sediment, 

i.e., KOC.

Many governmental and business organizations are using this to help the 
evaluation of new and existing industrial chemicals.

8.5.1.3 LAZAR

Lazar is a remarkable open-source software tool designed for the analysis of 
structural fragments within a training dataset to predict various toxicological 
endpoints, including mutagenicity, human liver toxicity, rodent and hamster 
carcinogenicity, and MRDD (Maximum Recommended Daily Dose). It 
utilizes statistical algorithms, such as k-nearest neighbors and kernel models, 
for classification and regression tasks, such as multi-linear regression and 
kernel models. Lazar is also equipped with an automatic applicability domain 
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estimation, which determines the range of chemicals for which the model’s 
predictions are reliable. Moreover, it provides a confidence index for each 
prediction, allowing users to gauge the certainty of the model’s outcomes. 
One of the most significant advantages of Lazar is its user-friendly nature, 
as it doesn’t require expert knowledge to be effectively utilized. It can run 
on Linux operating systems, and there is also a freely accessible web-based 
prototype available for easy access and use. Overall, Lazar proves to be 
a powerful and accessible tool for toxicity prediction, facilitating the 
analysis of chemical structures and aiding researchers in assessing potential 
toxicological risks with confidence [42].

8.5.1.4 OECD QSAR APPLICATION TOOLBOX

A stand-alone software programme called the OECD QSAR Application 
Toolbox fills in the gaps in the (eco)toxicity data required for determining the 
dangers of chemicals. Following a customizable approach, data gaps are filled 
by building chemical categories and estimating missing data by read-across 
or by using local QSARs (trends within the category). A variety of profilers 
are also included in the Toolbox to swiftly assess compounds for common 
mechanisms or modes of action. The Toolbox offers various datasets with 
results from experimental research to facilitate read-across and trend analysis. 
A proof-of-concept version of the Toolbox was made available in its initial 
form in March 2008. In December 2008, the initial upgrade (version 1.1) was 
made available. With a four-year timetable, the second phase of the project 
was begun in November 2008 with the goal of creating a more comprehensive 
Toolbox that fully incorporates the features of the first version [35].

8.5.1.5 ONCOLOGIC

This expert system evaluates the likelihood that certain substances may 
result in cancer. The US EPA and LogiChem, Inc. collaborated to develop 
OncoLogic®. By employing the SAR analysis methods, considering the 
mechanisms of action and human epidemiological research, and making 
use of other data, it makes predictions regarding a chemical’s probable 
carcinogenicity. Like human experts, the software explains its line of 
thinking to back up forecasts. A database of toxicological data pertinent 
to the evaluation of carcinogenicity is also included. The Cancer Expert 
System comprises four subsystems tailored to evaluate organic compounds, 
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polymers, fibers and metals with different chemical structures. Users must 
have a foundational knowledge of chemistry to correctly select the appro-
priate subsystem for assessing the specific chemical they are working with. 
This ensures that the system provides informed and relevant evaluations for 
each chemical input [43].

8.5.1.6 TOXTREE

Toxtree is an open-source software program designed to categorize 
substances and predict various types of harmful effects using decision 
tree methods. It offers a flexible and user-friendly platform for toxicity 
assessment. Toxtree was developed by the Joint Research Centre (JRC) 
in collaboration with several experts, with notable contributions from 
Idea consult Ltd (Sofia, Bulgaria). One of the key strengths of Toxtree 
is its explicit reporting of the logic behind each prediction, providing 
transparency and understanding of the basis for its assessments. Toxtree 
includes several categorization systems for assessing different toxicological 
endpoints. These include the Cramer scheme and expanded Cramer scheme 
for systemic toxicity, as well as methods for predicting mutagenicity and 
carcinogenicity, such as the Benigni-Bossa rule base and the ToxMic rule 
base based on the in vivo micronucleus assay. These systems allow Toxtree 
to make informed predictions for a wide range of toxicological outcomes. 
Among its functionalities, Toxtree is widely recognized for its effectiveness 
in organizing compounds to determine the Threshold of Toxicological 
Concern (TTC), with the Cramer scheme being one of the most commonly 
used methods for this purpose. Toxtree’s capabilities make it a valuable tool 
in toxicology research and regulatory assessments, empowering users to 
evaluate chemical substances efficiently and comprehensively for potential 
harmful effects [44].

8.5.1.7 PASS

The Prediction of Activity Spectra for Substances (PASS) computerized 
system was created by the Institute of Biomedical Chemistry of the Russian 
Academy of Medical Sciences, located in Moscow. It also forecasts 
pharmacological effects and several toxicities, such as mutagenicity, 
carcinogenicity, teratogenicity, and embryotoxicity. By comparing the new 
substance’s similarity or dissimilarity to compounds in the training set 
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(70,000 compounds), which contain substances with well-known biological 
activities, the algorithm estimates the probability (Pa) of a biological activity 
for a new chemical. Based on the knowledge base of mechanism-effect 
correlations, the tool also provides a cross reference between biological 
processes [45].

8.5.1.8 T.E.S.T.

The US EPA created the open-source software tool known as Toxicity Estima-
tion. It applies numerous QSAR approaches to assess a compound’s toxicity, 
giving the user more assurance about expected toxicities. It predicts a wide 
range of toxicities, including Daphnia magna, Tetrahymena pyriformis, acute 
toxicity to fish (fathead minnow), as well as rat oral LD50, Ames mutagen-
icity, developmental toxicity, and various other toxicities [30].

8.5.1.9 OSIRIS PROPERTY EXPLORER

The OSIRIS Property Explorer is a software tool that employs computa-
tional models and algorithms to predict and explore physicochemical and 
toxicological properties of chemical compounds. It offers predictions for 
a wide range of properties, including environmental fate, physicochemical 
characteristics, and toxicological endpoints. The software analyzes chemical 
structures, functional groups, and other relevant information to generate 
predictions based on large databases and statistical models. Users can input 
structures or batch files for analysis, and the results are provided as numerical 
values, labels, and graphics. The OSIRIS Property Explorer finds applica-
tions in drug discovery, environmental risk assessment, and chemical safety 
evaluation, providing valuable insights for compound selection, toxicity 
evaluation, and risk management [46].

8.5.1.10 PREADMET

PreADMET is a software tool developed by the Bioinformatics and 
Molecular Design Research Center (BMDRC) for predicting the ADME 
properties of chemical compounds. It utilizes computational models and 
algorithms based on the compound’s structure and properties to estimate 
various ADME parameters. These parameters include solubility, blood-brain 
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barrier penetration, metabolism, and excretion. PreADMET aids in the early 
stages of drug discovery by providing insights into a compound’s behavior 
in the body. However, experimental validation is necessary for accurate 
predictions. The software is a valuable resource for researchers and drug 
developers to optimize candidate selection and drug design [47, 48].

8.5.1.11 ADMETSAR

AdmetSAR is an online platform and database that uses computational 
models, including machine learning algorithms, to predict the ADMET 
properties of chemical compounds. It incorporates a comprehensive collec-
tion of data from various sources, enabling the development of reliable 
predictive models. Users can input chemical structures or search for specific 
compounds to obtain predictions for their ADMET properties. AdmetSAR 
provides additional insights into underlying mechanisms, pathways, and 
biological targets, along with links to relevant literature and resources. It is 
a valuable tool for researchers, drug developers, and regulatory agencies to 
identify and evaluate ADMET-related issues, supporting informed decision-
making in drug development [12].

8.5.1.12 TOX21 DASHBOARD

The Tox21 Dashboard is an online platform designed for researchers and 
regulatory agencies to access and explore toxicity data and predictions. It 
facilitates the investigation of various toxicity endpoints, including cyto-
toxicity, genotoxicity, endocrine disruption, and organ-specific toxicities. 
The predictions are generated through the application of machine learning 
algorithms that analyze chemical structure-activity relationships and 
molecular descriptors. The Tox21 Dashboard integrates data from diverse 
sources, such as the EPA’s ToxCast and ToxRefDB databases, as well as 
publicly available toxicity databases. This integration enables users to access 
a comprehensive collection of experimental and computational toxicity data, 
supporting the comparison and exploration of the toxicological profiles of 
different chemicals. This platform also provides visualization tools, such 
as heat maps, scatter plots, and concentration-response curves, to present 
data in visual formats. These visualizations aid in the interpretation and 
analysis of toxicity predictions, facilitating the identification of patterns and 
trends within the data. In summary, the Tox21 Dashboard is a scientifically 
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advanced and user-friendly platform that offers a broad spectrum of toxicity 
data and predictions. It leverages chemical structure-activity relationships, 
molecular descriptors, and machine learning techniques to provide valuable 
insights into the toxicological properties of chemicals [33, 49].

8.5.2 COMMERCIALLY AVAILABLE SOFTWARE

8.5.2.1 DEREK NEXUS

Derek Nexus is a commercially available software developed by Lhasa 
Limited, is widely utilized for toxicity prediction and assessment in various 
industries and regulatory agencies. This software employs a knowledge-
based approach, incorporating expert-derived rules and structural alerts 
derived from empirical evidence and toxicological expertise. By analyzing 
the chemical structure of a compound, Derek Nexus identifies and evaluates 
potential toxicity hazards associated with endpoints such as genotoxicity, 
carcinogenicity, and skin sensitization. The software offers a user-friendly 
interface that facilitates users to input chemical structures, enabling the 
generation of toxicity predictions accompanied by supporting information 
and confidence levels. Additionally, Derek Nexus allows customization of 
prediction settings to suit specific user requirements. Its applications span 
pharmaceuticals, chemicals, cosmetics, and regulatory sectors, facilitating 
early-stage toxicity screening, compound prioritization, and informed deci-
sion-making in compound development and safety assessment. The predic-
tions offered by Derek Nexus contribute valuable insights into compound 
toxicity, aiding in risk identification and informing subsequent testing and 
evaluation processes [50, 51].

8.5.2.2 LEADSCOPEPREDICTIVETOX SUITE

The LeadscopePredictiveTox, developed by Leadscope Inc., is an advanced 
software suite used for toxicity prediction and assessment. It employs 
computational models and algorithms to estimate toxicity endpoints based 
on chemical structure and property information. The suite encompasses a 
wide range of toxicological properties and integrates a substantial database 
comprising chemical structures, toxicity data, and expert-curated rules. 
Users have the capability to input chemical structures or import compound 
libraries for assessment, and the suite employs machine learning techniques 
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and quantitative structure-activity relationship (QSAR) models to generate 
predictions. The LeadscopePredictiveTox Suite offers detailed reports, visu-
alizations, and customizable options for the analysis of predicted toxicity 
endpoints. It is extensively utilized in the pharmaceutical, chemical, and 
regulatory sectors to perform risk assessments, conduct compound screening, 
and facilitate decision-making in the domains of drug discovery and safety 
evaluation [52].

8.5.2.3 MULTICASE

MultiCASE is a software suite developed by MultiCASE Inc. that offers 
a comprehensive set of computational tools for toxicity prediction and 
assessment. It incorporates advanced algorithms and predictive models 
based on structure-activity relationships (SAR) to estimate a wide range of 
toxicological endpoints. These endpoints include acute toxicity, mutagenicity, 
carcinogenicity, reproductive toxicity, and environmental toxicity. The suite 
includes specialized modules such as CASE Ultra, CASE Ultra-Genetox, and 
CASE Profiler, each designed to address specific toxicological properties. 
These modules utilize expert rules, statistical models, and SAR analysis 
to generate predictions for the selected toxicity endpoints. Users can input 
chemical structures or import compound libraries for analysis, and the suite 
provides detailed reports and visualizations of the predicted toxicological 
properties. MultiCASE also offers customization options, allowing users to 
develop their own models and rules based on specific data or requirements. 
The suite supports data integration, data mining, and the exploration of 
structure-activity relationships to gain deeper insights into the underlying 
mechanisms contributing to toxic effects. MultiCASE finds extensive use 
in the pharmaceutical, chemical, and regulatory industries for toxicity 
screening, risk assessment, and decision-making in drug development and 
chemical safety evaluations. Its capabilities enable early identification of 
potential toxicological hazards and assist in the prioritization of compounds 
for further testing and development [53].

8.5.2.4 ADMET PREDICTOR

ADMET Predictor is developed by Simulations Plus, a computational 
tool employed for the prediction and assessment of ADMET properties of 
chemical compounds. Leveraging QSAR approaches and machine learning 
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algorithms, ADMET Predictor utilizes the chemical structure and properties 
of compounds to estimate various ADMET parameters. Integration of exten-
sive chemical databases and experimental data enhances the accuracy of 
predictions. Researchers can input chemical structures or compound libraries 
for analysis, and ADMET Predictor generates comprehensive reports and 
visualizations of the predicted ADMET properties. The tool allows for 
customization, enabling users to refine models and incorporate additional 
data. ADMET Predictor serves as a valuable resource for identifying and 
evaluating ADMET-related challenges in drug discovery and development, 
facilitating the optimization of safe and efficacious drug candidates. It is 
important to note that experimental validation and further data analysis are 
essential for validating and refining the predicted ADMET properties [54].

8.5.2.5 TOPKAT

TOPKAT (Toxicity Prediction by Computer Assisted Technology) is a soft-
ware tool developed by BIOVIA discovery studio that employs quantitative 
structure-activity relationship (QSAR) models and expert knowledge for the 
estimation of various toxicological endpoints. It offers predictions for acute 
toxicity, mutagenicity, carcinogenicity, and skin sensitization, among others. 
The software utilizes chemical structure inputs from users and applies QSAR 
models and associated algorithms to generate toxicity predictions. TOPKAT 
provides detailed reports, visualizations, and customization options to facili-
tate the interpretation and analysis of the results. It finds extensive applica-
tion in the pharmaceutical, chemical, and regulatory industries for toxicity 
screening and compound prioritization. However, it is crucial to complement 
TOPKAT predictions with experimental data and expert judgment to ensure 
accurate and reliable toxicity assessment [39, 55].

8.5.2.6 DEEPTOX

DeepTox is an advanced computational tool that uses deep learning, specifi-
cally deep neural networks, to predict the toxicity of chemical compounds. 
It is trained on large datasets of compounds with known toxicity profiles and 
can accurately predict various toxicological endpoints. DeepTox captures 
complex relationships between chemical structures and toxicity, improving 
prediction accuracy. However, experimental validation is still necessary to 
confirm predicted toxic effects [14].
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8.5.2.7 QSAR TOOLBOX

The QSAR Toolbox is software created by the OECD with the purpose of 
utilizing QSAR models to predict the toxicity of chemicals. Its interface 
is designed to be user-friendly and grants access to databases containing 
experimental data. The tool allows users to choose specific toxicological 
endpoints for prediction and enables the grouping of chemicals based on 
their similarities. Primarily intended for regulatory purposes, the QSAR 
Toolbox receives regular updates with the inclusion of new data and models. 
However, it is essential to use the predictions alongside other data and expert 
judgment to ensure a comprehensive risk assessment [56].

8.6 CONCLUSION

Ensuring the safety of new drug candidates during the development process 
is of utmost importance. The evaluation of chemical toxicity plays a crucial 
role in this endeavor. Over the past years, machine learning models have 
emerged as powerful tools for predicting the toxicity of small molecules. 
In-Silico identification of toxic parameters, such as acute oral toxicity, 
hepatotoxicity, cardiotoxicity, and mutagenicity, has enabled researchers to 
make informed decisions early in the drug development pipeline.

A significant advancement in the field of toxicology has been the develop-
ment of various software applications dedicated to predicting toxicity. Some 
notable examples include ProTox-II, Derek (Deductive estimate of risk from 
existing knowledge), ToxiM, ADMET Predictor, OECD toolbox, Toxtree, 
q-Tox, TOPKAT, MDL QSAR, Osiris property explorer, and T.E.S.T. These 
software tools utilize computational approaches to model and predict the 
toxicity of small molecules, helping researchers and pharmaceutical compa-
nies in making more informed choices about which compounds to progress 
further in the drug development process. By harnessing the potential of 
machine learning and computational toxicology, researchers can significantly 
reduce the time and resources required for drug development, ultimately 
leading to safer and more effective medications. However, it’s essential 
to continue refining and validating these predictive models to ensure their 
accuracy and reliability. As technology continues to advance, the integration 
of machine learning in toxicity prediction promises to be an indispensable 
asset in the pharmaceutical industry, furthering our ability to bring new, life-
changing medications to patients while prioritizing safety throughout the drug 
development journey.
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In conclusion, computational approaches play a pivotal role in predicting 
the toxicity of small molecules. Leveraging machine learning, molecular 
modeling, and data analytics, researchers can efficiently assess the safety 
of chemical compounds, guiding drug development and ensuring environ-
mental protection. However, it is crucial to acknowledge the limitations 
of these approaches and continuously strive for improvements to enhance 
the reliability and applicability of toxicity prediction methods. This chapter 
provided a comprehensive overview of the various software used for toxicity 
prediction.
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CHAPTER 9

ABSTRACT

Drug toxicity plays a crucial role in the withdrawal of drugs from clinical 
trials. Predicting drug candidates’ toxicity profiles may be considered as 
the first step towards drugs safety and efficacy. However, this goal may 
only be reached if predictive tools and models are available. It is believed 
that the future of toxicity forecasting lies in computational models such as 
artificial intelligence (AI) and machine learning (ML). However, developing 
such computational methods has its fair share of challenges, including 
limited comprehensive datasets, model interpretability, applicability domain 
(AOD), model biases, and generalizability. Integrating multi-model data 
sources is a solution to address these challenges and requires understanding 
theoretical foundations, selecting appropriate algorithms and datasets, and 
considering model applicability. By overcoming these hurdles and obtaining 
proper toxicity profiles, drug safety and efficacy may be greatly enhanced. 
This chapter will cover some of the fundamental steps and concepts in AI/
ML model development from a practical standpoint: dataset collection, 
molecular featurization, AI/ML theory, validation, and evaluation metrics. 
The python codes and Jupyter notebooks that are discussed in this book 
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chapter are available in author’s GitHub profile, which can be accessed at: 
https://github.com/suneelbvs/toxicity-forecasts.

9.1 INTRODUCTION

A major challenge in drug discovery and development is the assessment 
of the toxicity of potential drugs, such as liver toxicity, genotoxicity, and 
carcinogenicity. These adverse reactions are one of the major reasons for 
drug failures in clinical trials and subsequent market drug withdrawal [1–3]. 
Early detection and prediction of liver toxicity during the drug discovery 
process are a great means to minimize the costs and the risk of drug failure 
[3]. Unfortunately, conventional in vivo animal toxicity screening methods 
are costly and time-consuming, making these approaches reliable in terms 
of results, but not so much in their efficacy and throughput. In light of these 
limitations, alternative approaches have emerged, such as the development 
of diverse artificial intelligence (AI) and machine learning (ML) models 
aimed at predicting different toxicity endpoints including genotoxicity, 
and liver toxicity in humans. These AI/ML approaches have already been 
implemented and have started impacting the drug discovery and develop-
ment process by enabling early detection of potential toxicity issues, thereby 
reducing both the financial and human cost of drug failures [4, 5].

Traditional methods usually involve time-consuming experimental 
screenings and expensive laboratory tests, which are both inclined to their 
respective limitations, amongst which you may find their resource cost and 
throughput. However, AI and ML approaches have revolutionized this aspect 
of drug discovery by greatly decreasing the demand in resources. These 
methods utilize large datasets and computational models to rapidly analyze, 
classify and identify the compounds, leading to a significant reduction in the 
time and cost involved in early-stage drug development [6–8]. Simply put, 
computational models are modeling experiments though theories to solve 
research questions using ever-increasing computational power.

AI/ML approaches have been instrumental in identifying and classifying 
potential compounds with no toxic alerts (often fragments known to induce 
toxicity) during the early stages of drug design and development [7]. By 
training algorithms on vast amounts of toxicological data, these approaches 
can predict the toxicity of potential drug candidates with high accuracy. This 
enables researchers to prioritize potentially safer compounds for further 
investigation, saving considerable time and resources [9]. AI/ML methods, as 
their name would infer, actively learn from the dataset given, with little or no 

https://github.com/suneelbvs/toxicity-forecasts
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insight from external sources. This allows these methods to identify patterns 
in complex datasets that may not be easily discernible through traditional 
approaches, providing valuable insights into potential toxic effects [10–13].

This book chapter on AI/ML in toxicity predictions provides a compre-
hensive overview of various concepts including data collection, data pre-
processing, molecular featurization, model building and evaluation, and 
knowledge-based techniques. While there are already numerous interesting 
and extensive chapters and articles discussing the role of AI/ML in toxicity 
endpoint predictions [8, 14–18], our chapter focuses on the brief review of 
AI/ML role in toxicity modeling, followed by basic steps involved in data 
processing and machine learning model building as a practical approach, as 
illustrated in Figure 9.1.

FIGURE 9.1  Fundamental steps in developing a deep learning (DL)/machine learning (ML) 
model for toxicity endpoints.

To aid beginners and academic research scholars in developing their skills 
and understanding in AI/ML concepts, the chapter includes coding snippets 
from popular libraries such as rdKit, DeepChem, Datamol – MolFeat, scikit-
learn, and TensorFlow with explanation. These python codes are also avail-
able in a jupyter notebook and python format on the author’s GitHub profile, 
which can be accessed at: https://github.com/suneelbvs/Toxicity-Forecasts.

By providing these coding snippets, we aim to facilitate the practical 
implementation of ML models for toxicity predictions. Whether you are 
new to the use of computation models or you are simply looking to enhance 
your existing knowledge, these snippets will serve as valuable resources for 
practical learning and experimentation.

https://github.com/suneelbvs/Toxicity-Forecasts
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This comprehensive chapter begins by addressing the pivotal aspect of 
data sources for toxicity endpoints. It provides a comprehensive list of open-
source and commercial data sources available for various toxicity endpoints. 
The next section delves into the key Python libraries that are essential for 
different stages of the workflow, such as data handling, processing, and 
generating analytics. For our purposes, these libraries include Pandas, rdKit, 
and Seaborn libraries. Indeed, they play a vital role in enabling researchers 
to handle, manipulate and understand the data effectively, which then allows 
users to choose the right ML approach, and assess their model performance. 
There will then be an exploration of the various AI/ML approaches that have 
been implemented for different toxicity endpoints, assessing their respec-
tive strengths and limitations. By discussing these various approaches, the 
chapter aims to provide readers with a comprehensive understanding of AI/
ML techniques available for toxicity prediction, followed by a brief literature 
review on published AI/ML models. The following section also explores 
knowledge-based approaches, including methods like Matched Molecular 
Pairs (MMPs), structural alerts, chemical transformations, and rule-based 
molecular property assessments. These approaches are then followed by 
deep learning-based techniques aimed at enhancing candidate optimization 
through the replacement of structural motifs that may contribute to toxicity.

Overall, this chapter covers basic concepts and practical aspects of 
dataset curation, dataset preparation, open-source libraries models, and 
implementation of various molecular featurization’s and AI/ML modeling 
approaches. By equipping readers with the necessary knowledge and tools, 
this chapter enables them to effectively harness AI/ML methodologies in 
their own research endeavors.

9.2 DATA SOURCES FOR TOXICITY ENDPOINTS

There are numerous scientific articles, open-source, and commercial databases 
that provide curated datasets on various toxicity endpoints. These websites 
offer downloadable formats that support data analytics, machine learning, 
and deep learning approaches. Table 9.1 provides an overview of popular 
open-source databases, showcasing the total number of compounds, toxicity 
endpoints covered, and latest update. GOSTAR [19] and ReaxysMedchem 
[20] are commercial medicinal chemistry databases that frequently update 
and curate the latest scientific literature for compounds with biological targets 
data and for various ADMET endpoints (Table 9.1). Users can access and 
download these datasets through paid subscriptions. The main advantage 
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of commercial databases is that they tend to be larger and filled with more 
frequently updated data, making it potentially better for specific AI/ML 
model development.

Apart from these commercial databases, Lhasa [21, 22], Multicase [34, 
24], and LeadScope [35] provide software solutions that include statistical 
ML and knowledge-based prediction models and property databases for 
genotoxicity, carcinogenicity, and various other toxicity endpoints. Users 
can access these tools, databases on a license basis, enabling them to utilize 
predictive models for their specific needs.

TABLE 9.1  List of Databases for Drug Toxicity Endpoints

S. 
No

Database No of 
Cpds

Endpoints Feature 
types

Last 
update

Ref Access

1 TOXRIC 113,372 13 39 2022 26 Free
2 ToxCast 9,511 1  - 2022 27 Free
3 CEBS >11,000 3 1 2017 28 Free
4 DILIrank 1,036 1  - 2022 29 Free
5 ToxicoDB 286 3 1 2020 30 Free
6 DrugMatrix >600  - 1 2005 31 Free
7 T3DB 3,678  - 5 2010 32 Free
8 TDC 344,267 9  - 2023 33 Free
9 MoleculeNet 18,120 3 1 2018 34 Free
10 ChEMBL 1.1 M - - 2023 35 Free
11 GOSTAR 9.15 M All - 2023 19 Commercial
12 ReaxysMedchem 34.29 M All - 2021 20 Commercial

TDCommons (TDC), and MoleculeNet are the most recent databases 
that provide curated and pre-processed datasets for data analytics, or AI/
ML modeling tasks, benchmarks. In TDC and MoleculeNet provides the 
functionality from Python code for data retrieval, processing, ML modeling, 
and for benchmarks purposes. TOXRIC web-based platform allows users to 
access, and download compounds which are classified under 1,474 different 
endpoints, and with practical benchmarks [36].

9.3 PACKAGES FOR DATA PROCESSING AND AI/ML

Python [37] and KNIME [38] are popular and open-source packages for data 
processing and AI/ML tasks. Python, a versatile and widely used programming 
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language, provides powerful libraries for efficient data manipulation and 
analysis (like Pandas and NumPy). With libraries such as TensorFlow and 
PyTorch, it offers robust frameworks for developing and deploying AI/ML 
models. It also provides flexibility and customization options for advanced 
data preprocessing and feature engineering. On the other hand, KNIME is a 
visual workflow platform that enables users to design data processing pipelines 
without extensive programming knowledge. Both Python and KNIME offer 
valuable resources for data processing and AI/ML tasks, allowing users to 
choose the approach that best suits their needs and expertise. In this chapter, 
our focus will be on Python libraries. Table 9.2 lists some of the essential 
Python packages that will be covered in the upcoming sections of this chapter.

9.4 DATA PROCESSING

Data processing is a critical step in the ML model pipeline, as the quality 
and reliability of the input data greatly impacts the model performance 
and accuracy of the models. This is especially key in fields such as drug 
discovery, where handling complex chemical structures and biological data 
requires careful preprocessing. Next, we delve into the process of managing 
chemical datasets in the .csv format, which contain SMILES representations 
and biological data points. To illustrate the process, from data handling, 
processing to analysis, we will use the human ether-à-go-go-related gene 
(hERG) dataset reported by Karim et al. [39], which is readily accessible 
for download. The hERG dataset is prepared for binary classification and 
Activity fields and it indicates whether the compounds are hERGblockers  
(1, <10μM) or hERG non-blockers (0, >=10μM).

As a first step, we import the downloaded hERG dataset into Jupyter 
notebook to understand and review the data.

The Jupyter Notebook code (Figure 9.2) demonstrates how to import a 
CSV file and its contents using the Pandas library. Now, we compute the 
number of toxic and non-toxic entries in the dataset and display the counts. 
In the next step, the code generates distribution plots to gain insights into the 
dataset’s property thresholds.

Data processing and cleaning stage is essential while handling missing 
values, removing the duplicate compounds or activity data, and correcting 
data inconsistencies to ensure quality and integrity of data. By cleaning 
the data, we eliminate potential biases and errors allowing us to work with 
reliable and consistent data, consequently enabling more accurate interpreta-
tions and insights.
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TABLE 9.2  List of Key Python Packages That Discussed in This Book Chapter

Packages Features Home Page
Pandas Data manipulation and analysis, handling missing data, time series functionality, powerful data 

structures
https://pandas.pydata.org/

NumPy Numerical computing, multi-dimensional arrays, mathematical functions, linear algebra operations https://numpy.org
rdKit Cheminformatics library for chemical structure handling, substructure searching, similarity and 

property calculations
https://www.rdKit.org

Seaborn Statistical data visualization, attractive and informative statistical graphics, built-in themes https://seaborn.pydata.org/
TensorFlow Deep learning framework, neural networks, numerical computation, model training and 

deployment
https://www.tensorflow.org/

PyTorch Deep learning framework, dynamic neural networks, model training and deployment, GPU 
acceleration

https://pytorch.org/

DeepChem Cheminformatics for deep learning tasks, molecular featurization’s, generative AI models, virtual 
screening, drug discovery

https://deepchem.io/

DataMol Cheminformatics library for molecular property prediction, molecular descriptors, chemical 
fingerprints

https://datamol.io/

Openbabel Another popular library for Chemical structure generation and manipulation, molecular properties, 
Substructure, and similarity searching

https://openbabel.org/wiki/
Python

Knime Visual workflow platform, data pre-processing, machine learning, integration with various tools 
and frameworks

knime.com

Pipeline Pilot Scientific data analysis and modeling, workflow automation, cheminformatics, data visualization https://www.3ds.com/
products-services/biovia/
products/pipeline-pilot/

https://pandas.pydata.org/
https://numpy.org
https://www.rdKit.org
https://seaborn.pydata.org/
https://www.tensorflow.org/
https://pytorch.org/
https://deepchem.io/
https://datamol.io/
https://openbabel.org/wiki/Python
http://knime.com
https://openbabel.org/wiki/Python
https://www.3ds.com/products-services/biovia/products/pipeline-pilot/
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FIGURE 9.2  Jupyter Notebook Code snippet shows the dataset import using the Pandas library.

Transforming and manipulating the data, such as feature scaling, 
encoding categorical variables, or handling outliers, prepares the dataset for 
analysis. Data processing enhances the compatibility of the data with various 
algorithms and models, facilitating meaningful analysis.

Next step is to understand and examine the structure and content of the 
dataset to gain an understanding of its features and data types. Please refer 
to Figure 9.3 for details. Please refer to the author’s Github repository for 
additional examples and features of data handling and processing examples.

The next step is the visualization of the data through plots and graphs 
which provide a comprehensive overview and aid in identifying patterns, 
trends, and relationships. Plots allow us to explore the distribution of 
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variables, detect outliers, and understand the data’s central tendencies and 
variability. By visualizing relationships between variables, we can uncover 
correlations, dependencies, and potential insights that might not be apparent 
from raw data alone.

FIGURE 9.3  Jupyter Notebook Code snippet shows the dataset import using the Pandas library.

For example, t-SNE distribution and joint plots provide powerful 
tools to explore and understand the distribution and diversity of a dataset 
(Figure  9.4). They reveal hidden structures, uncover patterns, and aid 
in identifying clusters or groups of similar data points. These visualiza-
tions assist in making data-driven decisions, such as identifying distinct 
subpopulations, detecting potential outliers, evaluating the effectiveness 
of feature representations, and guiding further analysis or modeling tasks. 
By leveraging t-SNE plots, we gain valuable insights into the underlying 
structure and diversity of the dataset, facilitating a deeper understanding of 
its characteristics.

The t-SNE (t-Distributed Stochastic Neighbor Embedding) is a popular 
technique for reducing the dimensions of high-dimensional data and 
visualizing it in a lower-dimensional space. It is commonly utilized in the 
field of chemistry to gain insights into the chemical space and molecular 
distribution within datasets. In this context, t-SNE can help analyze the 
distribution of hERG blockers (tagged as 1) and non-blockers (tagged as 0) 
in the dataset. Based on the information provided, Figure 9.4 illustrates the 
t-SNE plot, where hERG blockers and non-blockers are evenly distributed 
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across multiple clusters. This distribution indicates that the two classes 
exhibit diverse molecular characteristics and occupy different regions of the 
chemical space.

FIGURE 9.4  t-distributed stochastic neighbor embedding (t-SNE) distribution and joint 
plots indicates the human ether-à-go-go-related gene (hERG) dataset distribution.

The t-SNE plot suggests that the dataset may be suitable for training a 
machine learning model. The well-separated clusters imply that there are 
distinct features that differentiate hERG blockers from non-blockers, which 
can potentially be captured by a predictive model.

9.5 MOLECULAR FEATURIZATION

Molecular featurization is a key step converting molecules (e.g., SMILES 
strings or 3D structures) into strings of numbers useable by machines. These 
methods are essential for extracting significant information from molecular 
structures. Table 9.3 highlights some of the well-known featurization 
methods such as fingerprints, graph-based, shape, molecular descriptors, and 
fragment-based approaches. Each featurization method has its pros and cons, 
and understanding these trade-offs is essential for selecting the most suitable 
approach based on specific requirements.

These molecular fingerprints capture essential molecular properties and 
are used as input features for model building. This write-up will delve into 
some of the popular molecular featurization methods and respective code 
snippets from the python libraries such as rdKit, DeepChem, and MolFeat 
from DataMol. Let’s start with Morgan fingerprint.
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TABLE 9.3  List of Known Molecular Featurization’s for Machine Learning Modeling

Featurization 
Method

Types/Options Description Libraries

Fingerprints Morgan fingerprints Circular fingerprints that encode substructures around each atom in a 
molecule.

rdKit, DeepChem, 
Datamol

Molecular ACCess 
Systems (MACCS) keys

Binary fingerprints based on a predefined set of chemical substructures 
(termed as the MACCS)

rdKit, Datamol, 
DeepChem

PubChem fingerprints Fingerprints derived from PubChem Compound Database, capturing 
substructures and chemical properties.

rdKit

Avalon fingerprints Structural fingerprints that encode molecular substructures and patterns. rdKit
Molecular 
Descriptors

1D, 2D, and 3D Molecular Weight (MW), LogP, TPSA, Rotatable Bonds, Hydrogen Donors, 
Hydrogen Acceptors, Molecular Shape, Surface Area, Principal Moments of 
Inertia

rdKit, DeepChem, 
datamol, Openbabel

Molecular 
Graph

Graph convolutional 
networks (GCN)

Graph-based featurization method that represents molecules as graphs, 
capturing atom and bond connectivity.

rdKit, DeepChem, 
TensorFlow

Graph isomorphism 
networks

Neural network architecture for graph representation learning, enabling 
learning of molecular features from graph structures.

DeepChem, 
TensorFlow

Message passing neural 
networks (MPNN)

Neural networks that operate on graphs, allowing information exchange and 
aggregation among neighboring atoms and bonds.

DeepChem, 
TensorFlow

Electrostatics Coulomb matrices Encodes the Coulombic interactions between atoms, capturing the 
distribution of electric charges within a molecule.

rdKit, DeepChem

Extended-connectivity 
fingerprints (ECFP)/
Coulomb features

Combined featurization method that captures both structural information 
from fingerprints and Coulombic interactions within a molecule.

rdKit

Fragments Fragment descriptors Encodes molecular structures as fragments or substructures, capturing local 
structural information within a molecule.

rdKit, DeepChem, 
MolFeat

Shape Pharmacophore features Describes molecular shape and spatial arrangements, often used for ligand-
based virtual screening and shape similarity searching.

rdKit, DeepChem
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9.5.1 THE MORGAN FINGERPRINT

Molecular fingerprinting technique is widely implemented in drug discovery 
and cheminformatics. It captures the molecular topology by encoding the 
presence or absence of substructures, which are represented as bits in a 
binary array. The radius parameter determines the size of the substructures 
considered during fingerprint generation. Detailed information of this class 
of fingerprints can be found in reference [40].

The Morgan fingerprint algorithm starts by assigning unique identifiers 
to each atom in the molecule. Then, it iteratively expands the fingerprint by 
including neighboring atoms up to a specified radius. As the radius increases, 
larger and more complex substructures are considered.

The fingerprint is generated by hashing the atom identifiers and concat-
enating them. Each hash value corresponds to a specific bit in the fingerprint. 
If a substructure is present in the molecule, the matching bit set to 1; or 
otherwise, it is set to 0. The resulting binary array represents the Morgan 
fingerprint for the molecule.

Let’s calculate fingerprints using rdKit.
In the code snippet (Figure 9.5), we used rdKit library to load a molecule 

from its SMILES representation. The ‘GetMorganFingerprintAsBitVect’ 
function generates the Morgan fingerprint with a radius of 2 and a bit length 
of 1024. Finally, the fingerprint is converted into a binary array using the 
ToBitString method.

Now, let’s see how to calculate Morgan fingerprints for a dataset and 
assuming your dataset.

FIGURE 9.5  Code snippet shows Morgan fingerprint implementation using rdKit.
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In the code snippet (Figure 9.6), we load the dataset in CSV file format 
using the pandas library. We then iterate over the “smiles” column and calcu-
late the Morgan fingerprint for each molecule using rdKit. The fingerprints 
are stored in the fingerprints, and subsequently added to the dataset. Finally, 
the dataset with Morgan fingerprints can be used for ML tasks.

FIGURE 9.6  Code snippet shows Morgan fingerprint calculation for a dataset using rdKit.

DeepChem provides convenient tools for working with datasets and 
generating fingerprints. In the below code snippet, we utilize the DeepChem 
library to load the dataset from either a CSV file or a SMILES file. We define 
the Morgan fingerprint featurizer with a radius of 2 and a size of 1024 (Figure 
9.7). Then, we featurize the dataset to calculate the Morgan fingerprints 
using the defined deepchemfeaturizer. The resulting dataset is ready for ML 
modeling tasks.

Now let’s see how to calculate using MolFeat (DataMol): In the below 
code snippet, we iterate over the “smiles” column of the dataset, calculate the 
Morgan fingerprint for each molecule using the morgan_fingerprint function 
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from the MolFeat library and subsequently storing fingerprints and adding 
a new column to the dataset. The transformed dataset is now ready for ML 
tasks (Figure 9.8).

FIGURE 9.7  Code snippet shows Morgan fingerprint calculation for a dataset using DeepChem.

9.5.2 GRAPH-BASED FEATURIZATION’S

Graph-based ML models gained attention in drug discovery for their ability 
to capture the structural and relational information present in molecules. 
More specifically, molecular graphs provide a graphical representation of 
molecules by representing atoms referred to as nodes and bonds referred to 
as edges. Each atom and bond can be associated with specific attributes such 
as atomic number, hybridization state, and bond type.

This section provides an overview of graph-based ML models for drug 
toxicity prediction and explores various graph-based featurization’s avail-
able in DeepChem, TensorFlow, and rdKit. Additionally, code snippets with 
explanations demonstrate the implementation of these featurization’s using 
a dataset in CSV format.

GraphConv Featurization: DeepChem, a popular library for graph-based 
ML, provides the GraphConv featurization technique. GraphConv employs 
a convolutional neural network (CNN) approach to learn informative 
molecular representations (Figure 9.9). Here’s an example code snippet for 
featurizing a dataset using DeepChem’sGraphConv.
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FIGURE 9.8  Code snippet shows Morgan fingerprint calculation for a dataset using MolFeat.

FIGURE 9.9  Code snippet shows GraphConvfeaturization for a dataset using DeepChem.

In the code snippet above, we initialize the GraphConvFeaturizer and 
apply it to the dataset using the deepchem featurize method. This transforms 
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the molecules in the dataset into graph-based features suitable for deep 
learning tasks.

rdKit Graph Featurization: rdKit also offers graph-based featurizations 
for molecule representation. Here’s an example code snippet for featurizing 
a dataset using rdKit’s graph featurization.

In the code snippet (Figure 9.10), we load the dataset from a CSV file 
using pandas. Then, we convert the SMILES strings in the dataset to rdKit 
molecules. We generate graph-based features by converting the molecules 
into adjacency matrices using the ToAdjacencyMatrix function. The resulting 
features are stored in the ‘graph_features’ column of the dataset and can be 
used for ML modeling.

FIGURE 9.10  Code snippet shows graph featurization for a dataset using rdKit.

Molecular featurization methods, such as fingerprints, graph-based 
approaches, descriptors, shape-based methods, and electrostatics, offer valu-
able tools for analyzing and characterizing molecular structures, but each 
method has some strengths and limitations. Let’s discuss some of the central 
points here:
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•	 Fingerprints efficiently capture global and local features, enabling 
efficient similarity searching. However, they may lack detailed atomic-
level information (e.g., atomic partial charges) and struggle with 
discriminating between structurally similar molecules with different 
properties.

•	 Graph-based methods excel in capturing connectivity patterns and 
molecular interactions, making them suitable for complex systems, 
but can be computationally demanding and sensitive to representation 
choices.

•	 Descriptors provide a wide range of properties for detailed molecular 
characterization, but their interpretation and selection require domain-
specific knowledge, and they can be sensitive to conformational 
variations.

•	 Shape-based methods excel in capturing 3D structure similarity but 
may oversimplify other molecular features and be computationally 
intensive (e.g., Boltzmann distribution may be considered).

•	 Electrostatic methods focus on charge distribution and interactions, 
offering insights into complementarity, yet they may oversimplify 
interactions and neglect solvent effects.

Choosing the appropriate featurization method depends on the specific 
task, available data, and requirements of the application. For example, the 
long range inductive effect in pKa prediction may not be properly captured 
using featurizations considering small fragments only. Selecting the proper 
featurization method also involves considering the trade-off between repre-
sentation power, computational efficiency, and compatibility with the chosen 
ML algorithm. By understanding the pros and cons of each featurization 
method, researchers and practitioners can make helpful decisions to extract 
meaningful information from molecular structures in drug discovery and 
cheminformatics applications.

9.6 IMPLEMENTATION OF AI/ML MODELS

AI is a swiftly evolving discipline in the realm of computer science, 
dedicated to creating machines or computational models that possess the 
ability to accomplish various cognitive tasks. In this contemporary review, 
we specifically refer to the role of AI/ML techniques for predicting and 
evaluating chemical toxicokinetic endpoints. ML, a subset of AI, involves 
the use of mathematical or computer algorithms to train models in solving 
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problems or undertaking tasks based on specific input parameters. ML 
is typically classified into three types: supervised, unsupervised, and 
reinforcement learning (Table 9.4). Regression is a ML technique used 
to predict continuous numerical values based on dataset input features 
(e.g., pKa values ranging from –1 to 15). It aims to find a mathematical 
relationship between the independent and dependent variables, that allows 
the estimation of unknown values. Classification is a machine learning 
approach that assigns input data into predefined classes or categories based 
on their input features (e.g., toxic or not toxic). It aims to learn a decision 
boundary to separate different classes and make predictions on new, unseen 
data. Classification models are commonly used in various applications, 
including email spam detection, image recognition, and sentiment analysis. 
Table 9.4 provides an overview of commonly employed machine learning 
methods in drug discovery.

In this study, we discussed four popular AI/ML models: Support Vector 
Machines (SVM), Extreme Gradient Boosting (XGBoost), Random Forest 
(RF), and Graph Convolutional Networks (GCN).

9.6.1 SUPPORT VECTOR MACHINES (SVM)

Support Vector Machines is a supervised ML algorithm for regression and 
classification tasks. The process involves taking the input data and projecting 
it into a feature space with a high number of dimensions (e.g., descriptors 
values may be squared). Then, a decision boundary is determined in this 
feature space, aiming to maximize the separation between different classes.

The use of different kernel functions, including linear function, polynomial 
function, and radial basis function (RBF), enables the capturing of intricate 
relationships in the data. SVM excels in handling non-linear data and is 
resistant to overfitting, making it highly advantageous. However, SVM’s 
computational complexity can increase with large datasets, and the choice 
of the appropriate kernel function and regularization parameters requires 
very careful consideration. Overall, SVM is widely used in many domains, 
including image recognition, text classification, and bioinformatics, thanks 
to its excellent generalization (accuracy on datapoints not appearing in the 
training set) performance and ability to handle complex decision boundaries.

The following basic code demonstrates SVM implementation (Figure 9.11).
In this code block, we utilize the scikit-learn (sklearn) library to imple-

ment the SVM classifier for binary classification.
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TABLE 9.4  An Overview of Commonly Employed Machine Learning Methods in Drug Discovery

Method Algorithm Type Description Pros Cons
Supervised Multiple Linear 

Regression (MLR)
Regression Utilizing a multitude of explanatory 

factors, a multivariate linear equation 
is employed to forecast the result of a 
response variable.

Easy interpretation, 
fast computation

Assumes linearity, may 
not capture complex 
relationships

Naïve Bayes 
Classifier

Classification Using the principles of Bayes’ theorem 
and assuming that the molecular 
descriptors (which serve as explanatory 
variables) are conditionally 
independent of each other,

Efficient, handles 
high-dimensional 
data well

Strong independence 
assumption, may not 
capture dependencies 
between descriptors

Supervised 
nonlinear

k-nearest neighbors 
(k-NN)

Classification This process involves categorizing a test 
chemical based on its similarity to a set 
of training chemicals. The classification 
is determined by identifying the training 
chemicals that are closest in distance to 
the test chemical.

Simple, no training 
required

Sensitive to noise, 
may have high 
computational cost for 
large datasets

Support Vector 
Machine (SVM)

Classification The process involves converting 
molecular descriptor vectors into a 
feature space with increased dimensions, 
with the goal of establishing a 
hyperplane that maximizes the margin 
and effectively separates different 
chemical compounds.

Effective in 
high-dimensional 
spaces, works well 
with small datasets

Requires careful 
selection of kernel 
function, can be 
computationally 
expensive for large 
datasets

Decision Trees 
(DT)

Classification Every model consists of a collection of 
rules arranged in a tree-like structure. 
These rules are used to make predictions 
about the toxicity of a specific chemical 
for a particular endpoint.

Easy to understand, 
handles non-linear 
relationships

Prone to overfitting, 
can create complex 
trees that are difficult 
to interpret
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Method Algorithm Type Description Pros Cons
Ensemble 
methods

Random Forest 
(RF)

Classification Combines the bagging and random 
spaces approaches with decision tree 
base models to make predictions

Robust against 
overfitting, handles 
high-dimensional 
data

Can be 
computationally 
expensive, requires 
careful hyperparameter 
tuning

Extreme Gradient 
Boosting 
(XGBoost)

Classification, 
Regression

Boosting algorithm that improves 
predictive performance through 
gradient boosting

High predictive 
performance, 
handles complex 
relationships, 
feature importance 
estimation

Can be 
computationally 
expensive, requires 
careful hyperparameter 
tuning

Artificial 
neural 
networks

Backpropagation 
Neural Networks 
(BNN)

Classification Every neuron is categorized into three 
layers, and information travels from 
the input to the output layer by passing 
through the hidden layers.

Can capture 
complex 
relationships, 
powerful for 
non-linear 
problems

Requires careful tuning 
of architecture and 
hyperparameters, can 
be prone to overfitting

Bayesian-
regularized Neural 
Networks (BRNN)

Classification Applies Bayesian methods for 
regularization to balance model 
complexity against accuracy

Handles 
overfitting, 
provides 
uncertainty 
estimation

Requires longer 
training time, 
may have higher 
computational cost

Associative Neural 
Networks (ANN)

Classification Applies ensemble learning to 
backpropagation neural networks for 
improved prediction accuracy

Improved 
prediction accuracy 
through ensemble 
learning

Increased complexity, 
requires more 
computational 
resources

TABLE 9.4  (Continued)
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TABLE 9.4  (Continued)

Method Algorithm Type Description Pros Cons
Deep Neural Classification Artificial neural networks are Has the ability Requires large 
Networks (DNN) computational models composed of to detect amounts of data, 

multiple layers, including hidden intricate patterns computationally 
layers, which are commonly referred to and achieve intensive training, may 
as deep learning networks. exceptional 

performance across 
various fields.

be prone to overfitting

Message Passing Classification, Captures structural information and Captures structural Can be 
Graph networks Regression handles complex graph-structured data information, computationally 

handles complex expensive, sensitive 
graph-structured to graph size and 
data topology

Graph Convolution Classification, Handles graph-structured data and Captures graph- Limited 
Regression variable-sized graphs structured data, interpretability, 

handles variable- sensitive to graph noise 
sized graphs and heterogeneity

Unsupervised Principal Dimensionality Reduces the dimensionality of data Data visualization, May lose some 
Component Reduction while preserving most of its variation dimensionality information, assumes 
Analysis (PCA) reduction linear relationships
Kohonen’s Self- Clustering Transforming molecules from Visualization Sensitivity to initial 
Organizing Maps their descriptor space onto a of data clusters, conditions, may 

two-dimensional grid of neurons using topological require parameter 
their topological relationships. relationships tuning
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FIGURE 9.11  Code snippet shows SVM Implementation.

Here’s a breakdown of the steps involved: The first step is to import the 
“train_test_split” function from a sklearn module called “model_selection.” 
“train_test_split” function is used to split the dataset into training and 
testing sets. More specifically, “features” represents the input features (X) 
of the dataset, while labels represents the corresponding target labels (y). 
“test_size=0.2” indicates that 20% of the data considered for testing, and 
80% considered for training. More advanced methods to split and ensure 
that the testing and training sets are not including analogous molecules are 
recommended but are not discussed here.

Finally, “random_state=42” is set to ensure the results’ reproducibility, 
by providing the same random seed for splitting the dataset (any numbers 
can be used). Following the splitting of the original dataset, an instance of 
the SVM classifier is created by calling the SVC() function without passing 
any parameters, hereby the empty parentheses, leading to its initialization 
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with default settings. Finally, the method needs to be trained on the training 
subsets earlier made. This can be done using the fit() function, which will 
train the SVM classifier on the training, X_train and their respective target 
labels (e.g., experimental data values), y_train.

9.6.2 RANDOM FOREST (RF)

RF is an ensemble learning approach that combines multiple decision trees to 
make predictions Instead of using a single tree, RF constructs an ensemble of 
trees (i.e., a forest) by training each tree on a different subset of the data and 
using a random selection of features. When making predictions, the results 
from all the individual trees are combined to reach a final classification 
decision. RF excels in handling data with many dimensions and helps to 
prevent overfitting, where the model becomes too specialized to the training 
set and performs poorly on new data (poor generalization).

Nevertheless, RF can impose a significant computational burden, particu-
larly when dealing with extensive datasets or employing a large number of 
trees. Furthermore, the resulting model may prove more difficult to interpret 
in comparison to a solitary decision tree, although feature importance can be 
extracted. Despite these limitations, RF remains a widely used algorithm in 
various domains due to its effectiveness in handling complex classification 
problems and providing reliable predictions.

Figure 9.12 shows the basic code implementation for RF. The code 
(Figure 9.12) initializes a RF classifier using the RandomForestClassi-
fierclass from the sklearn.ensemble module. The n_estimatorsparameter set 
to 100, which determines the number of decision trees that will be created 
in the RF ensemble.The fit method is called on the rf classifier with the 
training (X_train and y_train) as arguments. The accuracy_score function 
from the sklearn.metrics module is considered to calculate the accuracy of 
the model’s predictions.

9.6.3 EXTREME GRADIENT BOOSTING (XGBOOST)

Extreme Gradient Boosting is a powerful and widely used ML algorithm 
that excels in both regression and classification tasks. XGBoost is a 
powerful ensemble learning technique that enhances prediction accuracy 
by aggregating the predictions of multiple decision trees, known as weak 
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models, to generate a strong and reliable final prediction. XGBoost follows 
a gradient boosting approach, where each subsequent decision tree is 
constructed to rectify the mistakes made by the previous trees. This iterative 
process enables XGBoost to steadily enhance its predictive abilities and 
capture intricate patterns within the dataset. It leverages gradient descent 
optimization techniques to fine-tune the objective function, effectively 
reducing both bias and variance in the model’s predictions.

FIGURE 9.12  Code snippet shows Random Forest (RF) Classifer implementation.

One of the key advantages of this method is its ability to handle high-
dimensional data and large feature spaces. It automatically handles missing 
values, supports regularization techniques to prevent overfitting, and 
provides built-in feature importance estimation, allowing for insightful 
variable selection.It is widely used in various domains, including healthcare, 
finance, and natural language processing, where accurate predictions are 
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critical. However, XGBoost’s main drawbacks (as most ML techniques) 
include the potential for high computational costs and the need for careful 
hyperparameter tuning.

The basic code snippet (Figure 9.13) showcases XGBoost implementation.

FIGURE 9.13  Code snippet shows Extreme Gradient Boosting (XGBoost) Classifier imple- 
mentation.

In this example, the code assumes you have your dataset loaded into the 
X variable for features and y variable for the target variable (Figure 9.13). 
Dataset splits into training and test sets using train_test_split from scikit-
learn. Then, it creates an XGBoost classifier (XGBClassifier) for classifica-
tion tasks or an XGBoost regressor (XGBRegressor) for regression tasks.

The model is then trained using the “fit” method, where it learns 
from the training data. It then makes predictions on the test data using 
the “predict” method. After that, evaluation metrics like accuracy (for 
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classification tasks) or mean squared error (for regression tasks) are calcu-
lated and displayed.

9.6.4 GRAPH CONVOLUTIONAL NETWORKS (GCNS)

Graph Convolutional Networks (GCNs) are neural network models that 
operate directly on graph-structured data. They utilize a series of graph 
convolutional layers to capture the local and global structural information of 
molecules. GCNs have demonstrated remarkable performance in tasks such 
as property prediction and drug discovery.

GCNs are deep learning models specifically designed to operate on graph-
structured data. As mentioned above, graphs are mathematical structures 
consisting of nodes (also known as vertices) and edges that represent relation-
ships or connections between the nodes. The aggregation of information in 
GCNs is typically performed using a weighted sum or a learnable function 
that takes into account the features of neighboring nodes. This enables each 
node to gather information from its neighbors and update its own represen-
tation accordingly. The weights assigned to the neighboring nodes can be 
learned during the training process, allowing the GCN to adapt to the specific 
characteristics of the graph.

Overall, GCNs provide a powerful framework for learning from graph-
structured data, allowing for the effective analysis and understanding of 
complex relationships and patterns in graph-based domains.

Figure 9.14 shows a code implementation using DeepChem’sGraphConv 
model.

In the code snippet above, we start by loading the hERG dataset using 
the load_herg function from the molnet module in DeepChem. The dataset 
is then split into training, testing, and validation sets (Figure 9.14). Next, we 
create an instance of the GraphConvModel provided by DeepChem’s models 
module.

We then train the model using the training dataset by calling the fit method 
and specifying the number of epochs (a term used in ML to refer to itera-
tions). The model learns to predict hERG inhibition based on the molecular 
graph structures. After training, we evaluate the model’s performance on the 
test set using a suitable metric, such as the ROC AUC score.

Finally, trained modelare used to predict the activity/toxicity for 
new compounds. We provide the molecular representation (SMILES or 
molecule object) of the new compounds, extract the graph features using 
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graph_features from the feat module, and then obtain the predicted labels 
using the predict_on_batch method (Figure 9.15).

FIGURE 9.14  Code snippet shows GraphConv implementation using DeepChem.

9.6.5 EVALUATION METRICS

We mentioned evaluation metrics for fingerprint models, including Support 
Vector Machine (SVM), Random Forest, XGBoost, and Graph Convo-
lutional Model (GraphConv). We thought to delve into the theory behind 
common evaluation metrics and provide code snippets with explanations for 
calculating these metrics.

More specifically, we discuss below several evaluation metrics, including 
accuracy, precision, recall, F1-score, ROC curve, AUC, MAE, and RMSE.
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FIGURE 9.15  Code snippet shows GraphConv model predictions.

9.6.5.1 ACCURACY

The accuracy of a model’s predictions is determined by comparing the correct 
predictions to the total no of predictions made (Figure 9.16) in classification 
models (e.g., how often is the model right?). This accuracy is measured by 
dividing the sum of true positives (e.g., more than are active and predicted to 
be active) and true negatives (e.g., molecules that are inactive and predicted to 
be inactive) by the sum of true positives, true negatives, false positives (e.g., 
molecules that are inactive but predicted to be active), and false negatives 
(e.g., molecules that are active but predicted to be inactive).

FIGURE 9.16  Code snippet for accuracy calculation.

9.6.5.2 PRECISION, RECALL, AND F1-SCORE

These are the common metrics used in binary classification tasks. Precision 
is a metric that calculates the proportion of true positive predictions out of 
the total number of positive predictions made by the model (Figure 9.17). It 
assesses how accurately the model identifies positive instances. Recall, also 
called sensitivity, is a metric that measures the proportion of true positive 
predictions out of the total number of actual positive instances in the dataset. 
It evaluates the model’s ability to capture positive instances. F1-score is a 
measure that combines precision and recall by taking their harmonic mean. 
It provides a balanced assessment, considering both the precision and recall 
of the model’s predictions.
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FIGURE 9.17  Code snippet to compute Precision, Recall, and F1-Score.

9.6.5.3 RECEIVER OPERATING CHARACTERISTIC (ROC) CURVE AND 
AREA UNDER THE CURVE (AUC)

The ROC curve visually depicts how the sensitivity (% true positive) and 
specificity (1 – false positive rate) of a classification model change at various 
threshold settings. The AUC quantifies the overall performance of the model by 
calculating the area under the ROC curve (Figure 9.18). A higher AUC indicates 
better model performance. AUC varies from 0 (always wrong) to 1 (always 
right) with an AUC value of 0.5 indicating a model with random predictions.

FIGURE 9.18  Code snippet to compute Receiver Operating Characteristic (ROC) curve.
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9.6.5.4 MEAN ABSOLUTE ERROR (MAE) AND ROOT MEAN SQUARED 
ERROR (RMSE)

Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE) are 
popular metrics often utilized in regression tasks. MAE measures the average 
absolute difference between the predicted and actual values, whereas RMSE 
calculates the square root of the average squared difference (Figure 9.19).

FIGURE 9.19  Code snippet to compute MAE, and RMSE.

Utilizing appropriate evaluation metrics allows researchers and prac-
titioners to comprehensively evaluate and compare the performances of 
multiple models in cheminformatics tasks.

In the literature, several studies have been developed and published for AI/
ML prediction models for hERG blocking compounds. Some studies employed 
pharmacophore-based models using SVM and Naïve Bayes classifier [41, 
42]. Other studies focused on fingerprint-based models using ML methods 
like k-nearest neighbor (KNN), SVM, and RF. Additionally, these models 
based on physicochemical molecular descriptors and various ML algorithms 
were explored [43–46]. However, their model prioritized performance over 
interpretability due to the black-box nature of deep learning models. Therefore, 
constructing accurate prediction models while simultaneously discovering 
meaningful hERG blocker patterns remains a major challenge.

These models offer valuable tools for read-across in toxicology, enabling 
the prediction of bioactivities or toxicity end point predictions for new 
compounds which are structurally related or similar analogues, without the 
need for additional screening (in vitro or in vivo).

9.6.6 APPLICABILITY DOMAIN

Applicability Domain (AD) is a concept used in ML models to determine 
the range or domain of data instances where the model’s predictions are 
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reliable. It helps identify whether a particular input sample is within the 
model’s training distribution or falls outside it. The Applicability Domain is 
defined based on the similarity between the training and the compound to be 
predicted. Fingerprint-based methods, such as Morgan fingerprints, encode 
the structural features of molecules into binary bit vectors, facilitating simi-
larity comparisons. The Random Forest algorithm uses these fingerprints to 
build a predictive model.

Here are some considerations for determining the threshold:

•	 Training Data Coverage: Analyze the distribution of training data in 
the feature space. If the training data covers a wide range of feature 
values and variations, a higher threshold may be suitable. Conversely, 
if the training data is concentrated in a specific region, a lower 
threshold may be preferred to limit predictions to that specific region.

•	 Outlier Detection: Consider the presence of outliers or anomalous 
samples in the dataset. Outliers may have significantly different features 
compared to the majority of the data, and setting a higher threshold can 
help exclude such outliers from the AD. Practically speaking, these 
outliers may simply be molecules tested under different conditions or 
wrong data points such as PAINS.

•	 Model Confidence: Evaluate the inherent uncertainty of the model’s 
predictions. Models that provide prediction intervals or confidence 
scores can use these measures to define the AD threshold. Higher 
uncertainty may warrant a lower threshold to restrict predictions to 
areas with higher confidence.

Ultimately, there is no one-size-fits-all ideal threshold for AD. It 
depends on the specific characteristics of the problem, dataset, and model, 
and requires careful analysis and experimentation to determine the most 
appropriate threshold.

9.7 KNOWLEDGE-BASED APPROACHES

In drug design and development, predicting the toxicity of potential drug 
candidates is to ensure patient safety and optimize therapeutic outcomes. 
Knowledge-based predictions combining various methodologies have emerged 
as powerful tools to assess drug toxicity. This article explores the integration 
of rdKit model-based similar maps, SHapley Additive exPlanations (SHAP) 
(explainable AI), molecular properties, structural alerts, and molecular modifi-
cation patterns (MMPs) to enhance drug toxicity predictions [47, 48].
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a.	 Prediction based structural fingerprints: Leveraging rdKit model-
based similar maps, SHAP, molecular properties, structural alerts, 
and MMPs can provide a comprehensive understanding of toxicity 
risks associated with drug candidates. These methodologies enhance 
the interpretability and predictive accuracy of toxicity models, 
enabling the development of safer and more effective therapeutics. 
As computational techniques continue to advance, knowledge-based 
predictions for drug toxicity will play an increasingly vital role in the 
early stages of drug discovery and development.

b.	 rdKit Similar Maps: rdKit, a widely used open-source chemin-
formatics toolkit, provides functionalities for generating molecular 
similarity maps. These maps are generated based on the similarity 
of molecular fingerprints or descriptors and offer insights into the 
structural features relevant to toxicity/end points. By comparing 
the similarity maps of known toxic compounds with novel drug 
candidates, potential toxicity may be predicted. rdKit’s model-based 
similar maps utilize ML techniques to enhance the accuracy of 
toxicity predictions.

c.	 SHapley Additive exPlanations (SHAP): SHAP is an explainable 
AI technique that assigns importance scores to features contributing 
to a particular prediction. In the context of drug toxicity, it can help 
identify the molecular descriptors or structural motifs that signifi-
cantly influence toxicity predictions. By analyzing SHAP values, 
researchers can gain insights into the mechanisms underlying toxicity 
and prioritize modifications to reduce toxicity risks.

d.	 Rule based: Various molecular properties, such as lipophilicity, 
molecular weight, hydrogen bonding potential, and pKa values, 
can be used as inputs for toxicity prediction models. Quantitative 
structure-activity relationship (QSAR) models leverage these 
properties to estimate toxicity based on statistical correlations with 
experimental toxicity data. Integrating molecular properties with 
other knowledge-based approaches enhances the predictive accuracy 
of toxicity models.

e.	 Structural Alerts: Structural alerts are predefined chemical 
substructures associated with specific toxicological effects. These 
alerts are derived from empirical observations or expert knowledge 
and can be used to flag potential toxic liabilities in drug candidates. 
Integrating structural alerts into toxicity models enables rapid 
screening and identification of compounds with potential toxicity 
concerns, facilitating early decision-making during drug discovery.
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f.	 Molecular modification patterns (MMP’s): MMPs involve the 
systematic exploration of chemical modifications and their impact 
on toxicity. By analyzing databases of structure-activity relation-
ships, researchers can identify patterns of structural modifications 
that mitigate or exacerbate toxicity. This knowledge allows for the 
rational design of safer and better drug candidates by modifying or 
eliminating toxic moieties while retaining desired pharmacological 
properties.

9.8 CONCLUSIONS

AI/ML models have made remarkable progress in toxicity prediction, 
offering efficient and cost-effective alternatives to traditional experimental 
methods. These models have demonstrated the potential to accelerate 
toxicity assessment, reduce animal testing, and aid in chemical screening 
and risk assessment. However, challenges remain, including the need for 
more extensive and diverse datasets, addressing bias and interpretability 
concerns, and overcoming the domain-specific challenges of toxicology. 
By addressing these limitations and considering the future steps mentioned 
above, AI/ML models can continue to play a vital role in toxicity assessment, 
contributing to improved safety evaluation and decision-making processes in 
various industries. With continued research and collaboration, the practical 
implementation of these models may lead to an even further acceleration 
and enhancement of toxicity assessment processes, ultimately contributing 
to improved human and environmental health.

9.9 TERMINOLOGY

In this section, we discussed the list of terminology referenced in this 
chapter. These terms are relevant to the topics discussed in this chapter and 
provide a foundation for understanding deep learning concepts in the context 
of toxicity assessment, molecular analysis, and neural network models.

1.	 Convolutional Layers: These are specialized layers in a convolu-
tional neural network (CNN) that perform convolution operations on 
input data, such as images. By sliding a set of filters over the data, 
these layers extract important features.

2.	 Epochs: In the context of deep learning, an epoch refers to one complete 
iteration through the entire training dataset during model training. It 
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involves both forward propagation (computing predictions) and back-
ward propagation (updating weights based on computed errors).

3.	 Jupyter Notebook: It is an interactive web-based environment 
widely used for creating and sharing documents that combine code, 
visualizations, and explanatory text. It is a popular tool for data 
analysis, prototyping, and presenting code-based projects.

4.	 Toxicity Endpoints: These are specific measures or criteria used to 
evaluate the toxic effects of chemicals or substances. They encompass 
various aspects such as acute toxicity, chronic toxicity, genotoxicity, 
carcinogenicity, or toxicity to specific organs like the liver.

5.	 Molecular Fingerprints: These are binary representations of molec-
ular structures that encode and capture chemical features. Molecular 
fingerprints are extensively employed in cheminformatics and drug 
discovery to analyze and compare the structural characteristics of 
different compounds.

6.	 GCN (Graph Convolutional Network): GCN is a type of deep learning 
architecture designed to handle graph-structured data, particularly 
molecular graphs. It utilizes graph convolutional layers to extract 
and learn features from the graph representation of molecules.

7.	 Hyperparameters: These are parameters in a machine learning model 
that are set by the user before training and are not learned from the 
data. Hyperparameters influence the model’s behavior and learning 
process, such as the learning rate, batch size, or the number of layers 
in a neural network.

8.	 hERG: hERG refers to the human ether-a-go-go-related gene, which 
codes for a specific ion channel involved in cardiac function. In drug 
discovery, the evaluation of hERG blocking activity is crucial due to 
its association with potential cardiac side effects.

9.	 Genotoxicity: It is the ability of a substance or agent to cause damage 
to genetic material, such as DNA. Genotoxicity is an important 
endpoint in toxicology studies as it assesses the potential for long-
term harmful effects and the risk of mutagenesis or carcinogenesis.

10.	 Carcinogenicity: Carcinogenicity refers to the property of a substance 
to cause cancer or increase the risk of developing cancer. This 
endpoint is extensively evaluated in toxicology studies to determine 
the potential hazards associated with exposure to specific chemicals 
or compounds.

11.	 Liver Toxicity: Liver toxicity refers to the adverse effects caused by 
exposure to toxic substances on the liver. It is a significant concern 
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in drug development and toxicology studies, as the liver plays a vital 
role in metabolizing and detoxifying foreign compounds.

12.	 Neural Network Layers: These are fundamental components of a 
neural network that process and transform input data. Common types 
of layers include the input layer (receives the input data), hidden 
layers (perform computations and feature extraction), and output 
layer (produces the final predictions or outputs).

13.	 Activation Function: An activation function is a mathematical func-
tion applied to the output of a neuron in a neural network. It introduces 
non-linearity and determines whether a neuron should be activated or 
not. Popular activation functions include sigmoid, ReLU (Rectified 
Linear Unit), and softmax.

14.	 Backpropagation: Backpropagation is a training algorithm used in 
deep learning. It calculates and propagates the error backward from 
the output layer to the input layer, allowing the neural network to 
update its weights based on the computed errors.

15.	 Loss Function: A loss function measures the discrepancy between the 
predicted output of a neural network and the true output. It quantifies 
the performance of the network during training and serves.
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CHAPTER 10

ABSTRACT

Artificial intelligence (AI) has the potential to enhance biodegradation 
prediction dramatically. AI plays a crucial role in biodegradation prediction 
by enabling the construction of models that predict the biodegradability of 
certain chemicals based on their structural properties. This chapter provides 
an overview of the current level of AI in biodegradation prediction as 
well as prospective future directions. It begins by reviewing the many AI 
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methodologies widely used for biodegradation prediction, such as machine 
learning algorithms, feature selection methods, and QSAR modeling. In 
constructing robust and effective AI models for biodegradation prediction, 
the chapter emphasizes the relevance of data quality, amount, and variety. The 
performance assessment metrics that are thoroughly evaluated for measuring 
the precision and reliability of AI models include accuracy, precision, recall, 
and F1-score. The limitations and constraints of AI in biodegradation 
prediction are also discussed, including data availability, model robustness, 
and ethical implications. The implications of AI in biodegradation prediction 
for environmental science and sustainability are also examined, including 
the possible influence on chemical risk assessment, environmental policy-
making, and sustainable chemical design. The chapter finishes with 
recommendations for future AI research and applications in biodegradation 
prediction, such as the need for multidisciplinary cooperation, more data 
sharing, and improved model interpretability and transparency. This chapter 
is an excellent resource for scholars, practitioners, and policymakers 
interested in using AI approaches for environmental sustainability and 
pollution control. Its overarching purpose is to offer a comprehensive 
assessment of the existing situation, challenges, and prospective influence of 
AI in forecasting biodegradation.

10.1 INTRODUCTION

Biodegradation is a phenomenon by which complex organic substances are 
broken down into small and simple compounds by microbes, such as fungi, 
bacteria, and some other biological agents. These microorganisms utilize the 
organic materials as a food source, breaking them down into smaller molecules, 
ultimately resulting in the conversion of organic matter into simpler compounds, 
such as water, carbon dioxide, and biomass [1]. Biodegradation occurs in 
various environments, including soil, water, and air. The biodegradation is a 
crucial process in environmental science and sustainability as it contributes to 
waste management [2], nutrient cycling, pollution mitigation [3], renewable 
energy production [4], and sustainable agriculture [5]. It helps maintain 
ecological balance, reduces environmental pollution [6], and promotes more 
sustainable practices in various sectors [7–10].

Biodegradation plays an important role in the waste management as 
it helps break down organic waste, such as food scraps, yard waste, and 
other biodegradable materials, into simpler compounds. This reduces 
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the accumulation of organic waste in landfills, which can have negative 
environmental impacts, such as greenhouse gas emissions and pollution 
of groundwater [11]. Biodegradation is also an essential component of 
nutrient cycling in ecosystems. When organic materials are broken down 
through biodegradation, the resulting simpler compounds can be recycled 
by other organisms as a source of nutrients, contributing to the balance and 
sustainability of ecosystems. Biodegradation is a key process in the produc-
tion of renewable energy sources, such as biogas and biofuels [12–14]. 
Organic materials, such as agricultural residues, food waste, and algae, 
can be biodegraded to produce methane or other biofuels, which can be 
used as a sustainable source of energy [15]. The most important benefit 
of biodegradation is in the field of agriculture, where it helps break down 
organic matter in soil, contributing to nutrient cycling, soil fertility, and 
overall soil health [16]. This can reduce the reliance on synthetic fertilizers 
and pesticides, promoting more sustainable agricultural practices.

The biodegradation prediction was typically done using conventional 
statistical and mathematical methods [17–19]. These methods employed 
several regression models which includes linear regression, multiple regres-
sion, and logistic regression, as well as clustering and classification methods 
such as K-means clustering and decision trees.

In general, the conventional statistical and mathematical methods used 
for biodegradation prediction rely heavily on the availability and quality of 
input data, as well as the assumptions made about the underlying relation-
ships between the input variables and the biodegradation outcome. These 
methods require a significant amount of manual feature engineering and 
often involve a trial-and-error process to identify the most relevant features 
and develop accurate prediction models.

For example, in the case of predicting the biodegradability of chemicals, 
conventional methods would rely on input parameters such as molecular 
weight, hydrophobicity, and other physicochemical properties. These 
parameters would then be utilized to create a statistical or mathematical 
model that may predict the chemical’s biodegradation rate or outcome. The 
model would need to be trained on a dataset of known biodegradation rates to 
optimize its parameters and achieve the best possible accuracy. While these 
conventional methods can still be effective in predicting biodegradation 
outcomes, they often lack the scalability and adaptability of AI and machine 
learning techniques. They also require a significant amount of domain 
expertise and manual feature engineering, which can be time-consuming and 
costly [20].
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Predicting biodegradation rates accurately can be challenging due to 
various factors, including the complexity and variability of biodegradation 
processes, the diversity of microorganisms involved, and the wide range of 
environmental conditions that can affect biodegradation [21]. Overcoming 
these challenges requires further research, data collection, and modeling 
approaches to improve our understanding and prediction of biodegradation 
rates accurately.

Predicting biodegradation rates accurately can be challenging due to 
several factors. Traditional indications, such as changes in pesticide concen-
tration or the identification of pesticide metabolites, are ineffective for many 
pesticides in anaerobic conditions [22]. Furthermore, these indicators are 
unable to differentiate between biotic and abiotic pesticide degradation 
processes. Another issue is that the rate of biodegradation of a pesticide is 
dependent on microbial adaptability and the enrichment of certain degraders. 
Furthermore, accurately sampling a representative microbial community 
from the field can be challenging. This means that detecting, measuring, and 
predicting pesticide biodegradation in the environment might be difficult.

AI plays a significant role in addressing challenges in predicting 
biodegradation [23]. Biodegradation refers to the natural breakdown of organic 
materials by living organisms into simpler compounds that can be recycled 
in the environment [24, 25]. Accurate prediction of biodegradation is critical 
for various fields, including environmental science, waste management, and 
biotechnology. However, several challenges exist in predicting biodegradation 
rates and pathways due to the complex and dynamic nature of biological 
systems. One of the key roles of AI in addressing these challenges is data 
analysis. Large information, including chemical structures, environmental 
factors, and biological interactions, can be processed by AI algorithms to find 
patterns and connections that would not be obvious to humans. This enables 
researchers to gain insights into the factors that influence biodegradation and 
develop predictive models [24, 26–29].

Machine learning, a subset of AI, is particularly useful in predicting 
biodegradation. To learn from previous observations and generate 
predictions on new data, machine learning algorithms can be trained on old 
datasets. For example, machine learning models can analyze the molecular 
structures of compounds and identify features that are associated with high 
or low biodegradation rates. These models can then be used to predict 
the biodegradation potential of new compounds, even those that have not 
been previously tested in experiments. Another role of AI in predicting 
biodegradation is in the design of new materials. AI can generate virtual 
libraries of molecules with desired properties, such as high biodegradability, 
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and screen them for potential candidates using computational simulations. 
This accelerates the process of identifying promising materials for 
experimental testing, reducing time and cost. Additionally, AI can aid 
in the optimization of environmental conditions for biodegradation. By 
analyzing various environmental parameters, such as temperature, pH, 
and nutrient availability, AI algorithms can optimize conditions to enhance 
biodegradation rates. This can be particularly useful in waste management, 
where AI can help in designing efficient bioremediation strategies for 
contaminated sites [30–32].

AI plays a crucial role in addressing challenges in predicting 
biodegradation by analyzing large datasets, developing predictive models, 
aiding in material design, and optimizing environmental conditions. It has 
the potential to considerably increase our understanding of biodegradation 
processes as well as contribute to the creation of long-term solutions to 
environmental and waste management issues [31].

10.2 OVERVIEW OF AI IN BIODEGRADATION PREDICTION

AI has the ability to significantly improve biodegradation prediction. AI 
helps in accurately predicting the biodegradability of different substances, 
AI can contribute to better understanding and managing environmental 
impacts [26–33]. AI can analyze enormous amounts of data from various 
sources, such as chemical structures, ambient variables, and microbiological 
activity, to discover trends and forecast biodegradation rates. Machine 
learning algorithms may be trained on massive databases of biodegradation 
data to create predictive models that reliably anticipate the biodegradability 
of diverse chemicals and materials [34, 35].

Furthermore, AI can help optimize biodegradation prediction models by 
continuously learning and improving from new data, feedback, and validation. 
This iterative process can lead to increasingly accurate and reliable predic-
tions over time, enhancing our understanding of biodegradation dynamics 
and enabling better decision-making in environmental management and 
policy [36–38].

In addition, AI can expedite the screening of vast chemical libraries to 
identify potential biodegradable compounds [39, 40], which can accelerate 
the discovery of environmentally friendly materials and reduce the reliance 
on harmful substances. This can have a significant positive impact on 
environmental sustainability [41, 42], waste reduction [14, 38], and pollution 
prevention [3, 33].
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However, it’s important to consider ethical and regulatory aspects of using 
AI in biodegradation prediction [43, 44]. Ensuring data privacy, addressing 
bias in training data, and maintaining transparency and interpretability of AI 
models are critical concerns [44]. Additionally, human expertise and domain 
knowledge should complement AI predictions, and AI should not replace the 
need for empirical biodegradation testing.

Finally, the use of AI in biodegradation prediction has the potential to 
greatly advance our understanding of biodegradation processes and enable 
the discovery of environmentally friendly materials, and support sustain-
able environmental management practices. With proper attention to ethical 
considerations, AI can be a valuable tool in promoting environmental 
sustainability and addressing challenges related to biodegradation prediction 
(Figure 10.1).

FIGURE 10.1  AI in biodegradation prediction.

10.2.1 DIFFERENT TYPES OF AI TECHNIQUES COMMONLY USED IN 
BIODEGRADATION PREDICTION

There are several different AI techniques used in biodegradation prediction. 
It is important to note that the technique chosen is determined by the specific 
situation at hand, the available data, and the required level of accuracy 
and interpretability. Proper validation, optimization, and interpretation of 
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results are important in ensuring the reliability and applicability of AI-based 
biodegradation prediction models (Table 10.1).

TABLE 10.1  Methods Using Machine Learning to Model Design Use to Predictive 
Biodegradation

Modeling Techniques Descriptor Model
Machine learning. Hexavalent chromium. Aerobic biodegradation for azo  

dyes [50].
Inductive machine 
learning.

Structural features and 
molecular weight

Inductive structure protein analysis 
(IPSA) [51].

Used Klopman 
method.

Molecular fragment-binding 
affinity of drugs.

Structure evaluation model [52].

Linear and nonlinear 
regression.

Fragments of molecule. Molecular prediction model [53]

Multiple linear and 
nonlinear regression.

Molecular weight and 
calculated structural fragment.

Expert systems survey on xenobiotic 
chemical biological degradation [54].

1.	 Machine Learning [45–49]: It is a sort of AI approach that includes 
training algorithms on big datasets to discover patterns and make 
predictions. Machine learning algorithms can be taught on varied 
datasets containing information such as chemical structures, environ-
mental variables, and biodegradation rates in the context of biodeg-
radation prediction. Decision trees, random forests, support vector 
machines (SVM), and k-nearest neighbors (KNN) are examples of 
machine learning algorithms commonly employed in biodegradation 
prediction. Based on input features, these algorithms can be used to 
create predictive models that estimate the biodegradability of certain 
substances. A few examples of methods using machine learning to 
model design use to predictive biodegradation are summarized. The 
modeling algorithms or methodologies have been used to describe 
the model system.

2.	 Deep Learning [55–62]: It is a branch of machine learning that 
involves training multiple-layer artificial neural networks to auto-
matically extract complicated patterns from input. Convolutional 
neural networks (CNN) and recurrent neural networks (RNN) are 
two deep learning approaches that are increasingly being employed 
in biodegradation prediction problems. For example, CNNs can be 
used to analyze chemical structures or molecular fingerprints to 
predict biodegradation rates [63], while RNNs can be used to model 
time-dependent biodegradation processes [64].
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3.	 Data Mining [65–69]: The technique of obtaining meaningful 
information from enormous databases is known as data mining. Data 
mining approaches can be used to find significant traits or variables 
that influence biodegradation rates in the context of biodegradation 
prediction. To prepare the data for analysis, techniques such as feature 
selection, feature extraction, and data preprocessing may be used. 
Data mining techniques can also be used to find hidden patterns or 
relationships in data that are not immediately obvious, assisting in 
the development of more accurate biodegradation prediction models.

4.	 Quantitative Structure-Activity Relationship (QSAR) Model 
[70–75]: QSAR modeling is a specialized technique commonly used 
in biodegradation prediction. It involves developing mathematical 
models that correlate the structure of chemical compounds with 
their biological activity, in this case, biodegradation rates. Machine 
learning algorithms such as multiple linear regression, partial least 
squares (PLS), and support vector regression (SVR) can be used to 
construct QSAR models. QSAR models are particularly useful when 
dealing with large datasets of chemical compounds and can provide 
insights into the key structural features that influence biodegradation.

5.	 Ensemble Methods [76–79]: Ensemble methods involve combining 
multiple predictive models to improve prediction accuracy. Ensemble 
averaging, bagging, and boosting are techniques that can be used to 
collect the predictions of different machine learning or deep learning 
models, leading to a more reliable and precise biodegradation predic-
tion model.

10.2.2 ADVANTAGES OF AI IN BIODEGRADATION PREDICTION

The utility of AI in biodegradation prediction offers several advantages over 
traditional methods including improved accuracy, efficiency, cost-effec-
tiveness, flexibility, and the potential for continuous improvement. These 
benefits can help to advance our understanding of biodegradation processes 
and inform effective strategies for environmental management [80–82] and 
cleanup [83, 84].

1.	 Improved Accuracy: AI algorithms can learn from massive volumes 
of data and find complicated links and patterns that people might 
not recognize. As a result, AI models have the ability to improve 
biological degradation prediction accuracy dramatically, particularly 
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when dealing with complicated and non-linear correlations between 
input variables and biodegradability.

2.	 Efficiency: AI models can easily and effectively manage huge quan-
tities of data, enabling for a more rapid and complete investigation 
of environmental pollutants and their possible biodegradability. This 
can lead to the more rapid and accurate identification of possible 
biodegradation routes and mechanisms, which can then be utilized to 
inform environmental remediation methods.

3.	 Cost-Effectiveness: The use of AI in biodegradation prediction can 
be cost-effective compared to traditional methods, especially when 
large amounts of data are involved. AI models can reduce the need 
for expensive and time-consuming laboratory experiments, as they 
can accurately predict biodegradability based on a wide range of 
input features.

4.	 Flexibility: AI models can be trained using a variety of input 
data, such as chemical structures, environmental conditions, and 
experimental data. This allows for the creation of highly flexible and 
adaptable models that can be tailored to specific applications and 
datasets.

5.	 Continuous Improvement: As more information becomes available, 
AI models will continue learning and improving themselves. This 
can lead to more accurate and reliable predictions over time, allowing 
for better decision-making and more effective environmental 
management strategies.

10.2.3 APPLICATIONS OF AI IN BIODEGRADATION PREDICTION IN 
VARIOUS FIELDS [85–89]

AI can be applied in various fields to improve the prediction of biodegrada-
tion rates. The applications of AI in biodegradation prediction are vast and 
varied, with potential benefits for environmental protection, public health, 
and sustainable development in a range of fields. AI-based biodegradation 
prediction has numerous applications across a wide range of fields, including 
following fields.

1.	 Pharmaceuticals [90, 91]: AI can be used in the pharmaceutical 
industry to predict the biodegradability and environmental fate of drug 
compounds. AI models can be used to predict the biodegradability of 
pharmaceuticals, helping to reduce their impact on the environment 
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and ensure the safety of water supplies. This can aid in the design of 
more environmentally-friendly drugs and facilitate the identification 
of potential environmental risks associated with drug manufacturing, 
use, and disposal. AI models can analyze chemical structures, physi-
cochemical properties, and environmental data to predict the fate of 
drugs in different environmental compartments, such as soil, water, 
and air, and assess their potential impact on the environment.

2.	 Agriculture [92–95]: AI can be employed in agriculture to predict 
the biodegradation of agrochemicals, such as pesticides and 
fertilizers, helping to reduce their impact on the environment and 
ensure the safety of food supplies. AI models can analyze various 
factors, including soil characteristics, climate conditions, and 
chemical properties of agrochemicals, to predict their biodegradation 
rates and degradation pathways. This can assist in optimizing the use 
of agrochemicals, reducing their potential negative impacts on the 
environment, and promoting sustainable agricultural practices.

3.	 Waste Management [4, 96–101]: Artificial intelligence models can be 
utilized for predicting the biological degradation of different kinds of 
waste, contributing to the development of efficient waste management 
ideas and reducing the negative environmental effects of trash disposal. 
AI can be used in waste management to predict the biodegradation of 
different types of waste, such as organic waste, plastics, and pollutants. 
AI models can analyze waste characteristics, environmental conditions, 
and microbial activity to predict the degradation rates and pathways of 
waste materials. This can aid in the development of effective waste 
management strategies, such as composting, bioremediation, and 
bioplastics degradation, to mitigate the environmental impact of waste 
and promote circular economy practices.

4.	 Environmental Risk Assessment [102–105]: AI can be utilized in 
environmental risk assessment to predict the biodegradation potential of 
chemicals and materials in different environmental compartments. AI 
models can integrate diverse data sources, such as chemical properties, 
environmental conditions, and microbial activity, to predict the fate 
and persistence of chemicals in the environment. This can assist in 
evaluating the environmental risks associated with chemical releases, 
guiding regulatory decisions, and promoting environmentally-sound 
chemical management practices. AI models can be used to predict 
the biodegradability of environmental contaminants, helping to 
inform management strategies for contaminated sites and improving 
environmental monitoring efforts.
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5.	 Product Development [106]: AI can be applied in product develop-
ment to predict the biodegradability of materials used in various 
consumer products, such as packaging, textiles, and electronics. 
AI models can analyze material properties, usage scenarios, and 
environmental conditions to predict the biodegradation potential 
and environmental impact of products throughout their lifecycle. 
This can aid in designing more sustainable products with improved 
biodegradability and reduced environmental footprint. AI models 
can anticipate the biodegradability of novel compounds, assisting in 
the design and development of new entities by lowering the risk of 
environmental impact.

6.	 Biotechnology [107]: AI models can be used to predict the biode-
gradability of biomolecules and biopolymers, helping to inform the 
development of new biotechnologies and reduce their environmental 
impact.

7.	 Energy Production [108–111]: AI models can be used to predict the 
biodegradability of biofuels and other forms of renewable energy, 
helping to ensure their sustainability and reduce their impact on the 
environment.

Overall, the applications of AI in biodegradation prediction are vast and 
varied, with potential benefits for environmental protection, public health, 
and sustainable development in a range of fields.

10.3 DATA ACQUISITION AND PREPROCESSING

Data acquisition and preprocessing are essential steps in developing AI 
models for biodegradation prediction. These procedures entail acquiring 
and preparing data for use in training, validating, and testing AI models. 
Data acquisition include gathering information from a variety of sources, 
including experimental biological degradation data, environmental moni-
toring data, and chemical databases. This information can be applied to train 
AI algorithms and enhance their prediction of biodegradation rates.

Preprocessing is the process of cleaning and altering data so that it can 
be used in AI models. It may be necessary to remove outliers, fill in missing 
numbers, and normalize the data. Preprocessing can improve data quality 
and make it more acceptable for usage in AI models.

Once the data has been acquired and preprocessed, it can be used to train 
AI models such as machine learning algorithms. These models can learn 
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from the data and make predictions about biodegradation rates. The accuracy 
of these predictions can be improved by using high-quality data that has been 
properly acquired and preprocessed.

Data gathering from many sources, such as experimental results, envi-
ronmental databases, scientific publications, and open-access datasets, can 
be automated through AI. AI algorithms can crawl and extract relevant data 
from different formats, such as text, images, and tables, and compile them 
into a unified dataset. This can save time and effort compared to manual data 
collection, especially when dealing with large and diverse datasets.

AI can be used to combine data from various available sources to create 
a comprehensive dataset for biodegradation prediction. AI algorithms can 
standardize and preprocess data to ensure consistency and reliability. Data 
from multiple sources, such as chemical properties, environmental condi-
tions, and biodegradation rates, can be combined and integrated using AI 
techniques, such as data fusion, feature extraction, and data normalization. 
This can facilitate the integration of diverse data types and enable the AI 
model to capture complex relationships between variables.

AI can help in quality control and data cleaning in order to ensure the 
reliability and accuracy and reliability of datasets. AI algorithms can auto-
matically identify and remove noisy or inconsistent data, such as outliers, 
missing values, and duplicates [112–115]. Data quality control techniques, 
which include data imputation, data validation, and error correction, can be 
used with AI to improve the reliability of the database, which is critical for 
the accuracy of the AI models.

AI can help in selecting relevant features or variables from the dataset 
and reducing the dimensionality of the data. AI algorithms can analyze the 
importance and relevance of different features for biodegradation prediction 
using techniques like feature selection, feature ranking, and dimensionality 
reduction. This can aid in the identification of the most informative traits 
while also reducing the computational complexity of AI models, resulting 
in more effective and precise predictions. AI can be used to enrich data 
in order to expand its diversity and scale. AI algorithms can be used to 
generate additional data points from an existing dataset employing data 
augmentation techniques like data synthesis, data generation, and data 
transformation. This may enhance the dataset, increase data variability, and 
improve the generalization ability of AI models.

For model construction and evaluation, AI can be used to divide the 
dataset into testing, validation, and training sets. AI algorithms can 
randomly or strategically split the dataset while preserving the distribution 
and characteristics of the data. Cross-validation techniques, such as k-fold 
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cross-validation, can also be applied using AI to assess the performance 
and robustness of the AI models. AI can play a critical role in data acquisi-
tion and preprocessing for biodegradation prediction. It can automate data 
collection, integrate diverse data sources, clean and validate data, select 
relevant features, augment the dataset, and split the data for model develop-
ment and evaluation. These AI-enabled data preprocessing steps are crucial 
for developing accurate and reliable biodegradation prediction models.

Overall, data acquisition and preprocessing are important steps in using 
AI for the prediction of biodegradation rates (Figure 10.2).

FIGURE 10.2  Data acquisition and preprocessing.
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10.3.1 HIGH-QUALITY DATA IN TRAINING AI MODELS FOR 
BIODEGRADATION PREDICTION

Training AI models for biological degradation prediction requires high-
quality data. It assures that the creation and implementation of AI models for 
biodegradation projection are accurate, generalizable, interpretable, reliable, 
and ethical [116, 117]. Proper data collection, validation, and quality control 
measures should be in place to ensure the integrity and reliability of the 
data used for training AI models. High-quality data is important in training 
AI models for biodegradation prediction. The accuracy and dependability 
of AI model predictions are strongly dependent on the quality of the data 
used for training. High-quality data ensures that the AI models are trained 
on accurate and reliable information, which leads to more accurate predic-
tions. It enables the models to learn meaningful patterns and relationships 
that can generalize well to unseen data. High-quality data that includes 
relevant information about the chemical structures, environmental condi-
tions, and biodegradation rates allows for better interpretation of the model’s 
predictions. It aids in identifying the essential aspects or variables that drive 
biodegradation, providing insights into the processes of biodegradation and 
assisting in decision-making. High-quality data ensures that the AI models 
are reliable and trustworthy.

High-quality data ensures that the AI models are trained on accurate and 
reliable information, which leads to more accurate predictions. If the training 
data contains errors, inconsistencies, or inaccuracies, it can introduce biases 
and noise into the model, leading to inaccurate predictions. Therefore, using 
high-quality data that is representative of the real-world biodegradation 
processes being predicted is critical for achieving accurate and reliable 
predictions.

AI models are trained on data with the objective of making predictions on 
unseen data. High-quality data allows models to discover significant patterns 
and correlations that generalize well to previously unseen data. If the training 
data is poor quality, the model may not generalize well to new data, resulting 
in poor performance in applications in the real world. High-quality data 
allows the model to learn from diverse and representative samples, which 
helps in building a robust and generalizable biodegradation prediction model.

Understanding the underlying mechanisms and factors influencing 
biodegradation is important for interpreting the predictions generated by 
AI models. High-quality data that includes relevant information about 
the chemical structures, environmental conditions, and biodegradation 
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rates allows for better interpretation of the model’s predictions. It aids in 
identifying the essential aspects or variables that drive biodegradation, 
providing insights into the processes of biodegradation and assisting in 
decision-making.

High-quality data ensures that the AI models are reliable and trustworthy. 
Biodegradation prediction models are often used in critical applications, 
such as environmental risk assessment, waste management, and regulatory 
compliance. Decision-makers rely on the predictions generated by these 
models to make informed decisions. If the training data is of poor quality, 
it can undermine the reliability of the predictions, which can have serious 
consequences for environmental management and policy-making.

To reduce the possibility of prejudice, discrimination, or unfairness being 
perpetuated in the AI models’ predictions, ensure that the data employed 
for training is representative, credible, and unbiased. It promotes ethical AI 
practices, data privacy, and transparency, which are important for responsible 
and ethical deployment of AI in biodegradation prediction.

10.3.2 SOURCES OF DATA USED IN BIODEGRADATION PREDICTION

There are several sources of data that can be used in biodegradation predic-
tion. One source is chemical databases, which contain information about 
the chemical structures of compounds. Environmental datasets are another 
source, as they include information about environmental variables such as 
humidity, pH, temperature, and the occurrence of other chemicals that can 
alter biodegradation rates. Experimental data from biodegradation tests can 
also be used to train AI models for biodegradation prediction. For example, 
biodegradability testing on 1,055 chemicals were collected from the online 
portal of the National Institute of Technology and Evaluation (NITE), Japan, 
and used to build QSAR models to investigate the relationships between 
chemical structure and molecule biodegradation [118]. These various data 
sources can be merged to provide a full picture of the elements influencing 
biodegradation rates and aid in the training of effective AI models for 
biodegradation prediction.

Here are some examples to understand the role of AI in prediction of 
biological degradation and using database library (Table 10.2).

Chemical databases provide information about the chemical structures, 
properties, and characteristics of various compounds, including their poten-
tial for biodegradation. These databases, such as PubChem, ChemSpider, and 
ChEMBL, contain vast amounts of data on chemical compounds, including 
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their molecular formulas, structures, and physicochemical properties [120]. 
This data can be used to identify and select compounds for biodegradation 
prediction modeling, as well as to provide input features for machine learning 
algorithms.

TABLE 10.2  Criteria for Evaluating Biological Oxygen Demand (BOD) Measurements in 
the DIPPR Repository [119]

Parameter Experimental 
Techniques

Temperature Internal 
Consistency

Concentration

Monitoring criteria As per SOP at 20°C ThOD ≥ BOD 2–6 mg/L

Environmental datasets contain information about the environmental 
conditions and parameters that can affect biodegradation processes. Temper-
ature, pH, soil or water composition, microbial communities, and other 
environmental parameters which affect the rate and degree of biodegrada-
tion are all included. Environmental datasets, which are frequently available 
from monitoring programs, research projects, or public repositories, can be 
exploited to study the relationship between environmental variables and 
biodegradation rates, as well as to train biodegradation prediction models.

Experimental data obtained from laboratory studies or field trials can 
provide valuable information on the biodegradation behavior of specific 
compounds or classes of compounds [121–123]. These data can include 
biodegradation rates, degradation pathways, and metabolite formation, 
which can be used to validate and calibrate biodegradation prediction 
models. Experiment data can also be applied to determine the important 
characteristics or variables that affect biodegradation and use them as input 
features in prediction models.

Scientific literature and textual data, such as research articles, reviews, 
patents, and other relevant documents, can serve as a valuable source of 
information for biodegradation prediction. These sources can provide 
insights into the biodegradation behavior of different compounds, factors 
affecting biodegradation, and case studies of biodegradation processes in 
various environments. Textual data can be mined and processed to extract 
relevant information, such as chemical structures, degradation pathways, 
and environmental conditions, which can be used as input data for biodegra-
dation prediction models.

Computational databases and models, such as QSAR models, can 
provide predictive information on the biodegradation potential of chemical 
compounds. QSAR models use mathematical relationships between chemical 
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properties and biodegradation rates to predict the biodegradation behavior 
of compounds. These models can be used as a source of data to generate 
input features for biodegradation prediction models or as a benchmark for 
validating the accuracy and reliability of the predictions generated by the AI 
models [124]. The GCN model can be applied directly by graphing the simpli-
fied molecular input line entry system (SMILES), while the QSAR model is 
implemented by measuring and selecting molecular descriptors as well as 
fingerprints from SMILES. According to this diagram, the GCN implementa-
tion is less difficult and needs less data than the QSAR model [125].

Other sources of data, such as expert knowledge, historical records, 
and data from relevant industries or organizations, can also be used in 
biodegradation prediction. Expert knowledge can provide valuable insights 
into the biodegradation behavior of specific compounds or environments, 
while historical records and industry data can offer real-world information 
on biodegradation rates, degradation pathways, and other relevant factors 
(Figure 10.3).

FIGURE 10.3  Biodegradation prediction using GNN and other descriptors.

10.3.3 CHALLENGES IN DATA PREPROCESSING FOR AI-BASED 
BIODEGRADATION PREDICTION

Data processing is an important stage in the development of based on artifi-
cial intelligence biodegradation prediction models because it makes sure the 
data used for validation and training processes are of high quality, relevant, 
and properly organized.

One of the main challenges in data preprocessing is data cleaning, which 
involves identifying and addressing issues such as missing data, outliers, 
inconsistencies, and errors in the dataset [126, 127]. Biodegradation data, 
which can come from a variety of sources with varying quality and trustwor-
thiness, may contain noise or inconsistencies that might reduce the accuracy 
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and reliability of the prediction models. Proper data cleanings approaches, 
such as outlier removal, imputation for missing values, and error correction, 
are required to ensure that the data used to train the models is reliable and 
accurate.

Another important consideration in data preprocessing is feature selec-
tion, which involves choosing the most relevant and informative features 
(i.e., variables or attributes) from the dataset to be used as input features 
for the prediction models. Biodegradation prediction models may involve a 
large number of chemical properties or environmental variables, and not all 
of them may be equally relevant for predicting biodegradation. Statistical 
methodologies, dimensionality reduction algorithms, and domain experience 
can all aid in finding the most significant features that contribute to predic-
tion accuracy and model interpretability.

Data normalization is the process of converting the data to a range to 
confirm that different features have similar values [128, 129]. Variables in 
biodegradation datasets may have varied units, sizes, or distributions, which 
may influence the performance of prediction models. To ensure that the 
data is standardized, and the models are not biased towards features with 
larger values, data normalization techniques such as z-score normalization, 
min-max scaling, and log transformation can be used [130, 131].

Biodegradation datasets can also be impacted by unbalanced data, which 
occurs when the number of examples in one class (e.g., biodegradable) is 
considerably distinct from the number of examples in another class (e.g., 
non-biodegradable). This can have an impact on prediction model perfor-
mance because they may be biased towards the dominant class. Techniques 
such as over sampling, under sampling, and synthetic data generation can 
be used to handle imbalanced data and ensure that the prediction models are 
trained on balanced data to avoid biased results.

Careful consideration should be given to data integration to ensure that 
the integrated dataset is consistent, reliable, and appropriate for training the 
prediction models. Biodegradation datasets may contain sensitive informa-
tion, such as chemical structures, environmental parameters, and experi-
mental results. Ensuring data privacy and adhering to ethical considerations, 
such as obtaining proper consent and protecting sensitive information, is 
crucial in data preprocessing. Data anonymization, encryption, and other 
data protection techniques should be applied to ensure compliance with data 
privacy regulations and ethical guidelines.

Data preprocessing is a critical step in developing AI-based biodegrada-
tion prediction models, and it involves addressing challenges related to data 
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cleaning, feature selection, data normalization, handling imbalanced data, data 
integration, and data privacy and ethics. Proper data preprocessing techniques 
are required to make sure that the information used for training and valida-
tion is of high quality, relevant, and properly formatted, contributing to the 
accuracy and reliability of the biological degradation prediction models.

10.4 AI TECHNIQUES FOR BIODEGRADATION PREDICTION

Machine learning, deep learning, and data mining are prominent AI 
approaches used in biodegradation prediction to construct models that 
can effectively forecast the degradation of chemicals, pollutants, or other 
substances in the environment. These techniques leverage the power of algo-
rithms and computational methods to analyze and learn from large datasets, 
making predictions based on patterns and relationships found in the data. 
Here are some commonly used AI techniques in biodegradation prediction:

Machine learning algorithms are widely used in biodegradation predic-
tion [83, 132, 135, 136]. On labelled datasets, supervised machine learning 
algorithms like decision trees, support vector machines (SVM), random 
forests, and logistic regression can be trained to understand the associations 
between input features (e.g., environmental parameters, chemical properties) 
and biodegradability outcomes (e.g., non-biodegradable or biodegradable). 
These models, once trained, can generate predictions on previously unknown 
data.

Deep learning, a type of machine learning, requires the use of multiple-
layer artificial neural networks (ANN) to learn data representations. Deep 
learning techniques like convolutional neural networks (CNN) and recurrent 
neural networks (RNN) are frequently employed in biodegradation predic-
tion tasks involving big and complicated datasets like molecular structures 
or time-series environmental data. Deep learning models can learn features 
from raw data and capture complicated patterns automatically, making them 
useful for biodegradation prediction [59].

Clustering, association rule mining, and pattern recognition are all data 
mining approaches that can be used to forecast biodegradation [137]. These 
techniques can analyze large datasets to identify patterns, correlations, and 
associations between different variables or attributes, which can provide 
insights into factors that influence biodegradability. Data mining techniques 
can be used for exploratory analysis, feature selection, and identifying 
relevant features for building prediction models.
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Ensemble approaches like ensemble learning and stacking can also be 
used to forecast biodegradation. Ensemble approaches integrate the predic-
tions of numerous models to increase prediction accuracy and robustness. 
For example, using the same dataset, an ensemble of various machine 
learning models can be trained, and their predictions can be integrated to 
generate a final prediction. Ensemble approaches can help to overcome the 
constraints of individual models and increase the prediction models’ overall 
performance.

In biodegradation prediction, hybrid systems that incorporate different 
AI methods, such as machine learning and deep learning, can also be applied 
[138, 139]. For example, a machine learning model can be used to extract 
related structures from the data, which are then fed into a deep learning 
model for further analysis and prediction. Hybrid approaches can leverage 
the strengths of different AI techniques and provide more accurate and robust 
predictions.

AI techniques, such as machine learning, deep learning, data mining, 
ensemble techniques, and hybrid approaches, are commonly used in biodeg-
radation prediction to develop accurate and robust models for predicting 
the biodegradability of chemicals, pollutants, or other substances in the 
environment. These techniques can analyze large and complex datasets, 
learn patterns and relationships from data, and make predictions based on the 
learned knowledge, which can have important applications in environmental 
monitoring, risk assessment, and decision-making.

10.4.1 MACHINE LEARNING ALGORITHMS FOR BIODEGRADATION 
PREDICTION [140, 142]

Several machine learning algorithms are commonly used for biodegrada-
tion prediction, depending on the specific task and dataset. Here are some 
examples of commonly used machine learning algorithms for biodegrada-
tion prediction:

For categorization tasks, decision trees are a common machine learning 
approach, including biodegradation prediction. Decision trees can be used to 
model decisions or decisions based on certain conditions. In the framework 
of biodegradation prediction, decision trees can be accomplished on labeled 
datasets to learn decision rules based on chemical properties, environmental 
parameters, or other relevant features to predict whether a chemical or 
substance is biodegradable or non-biodegradable.



AI-Based Models for Prediction of Biodegradation	 267

Support Vector Machines (SVM) is a sophisticated machine learning 
method that may be operated for classification and regression tasks. Based 
on the input attributes, SVM finds a hyperplane that best splits data points 
into distinct classes. SVM can be used to develop a model that can accurately 
categorize chemicals or compounds as biodegradable or non-biodegradable 
based on their feature representation in biodegradation prediction. SVM 
is notable for its capacity to handle complex decision boundaries and can 
handle high-dimensional data.

Random forests are a collective learning method that makes predictions 
by combining numerous decision trees. Random forests are well-known 
for their capacity to handle data that is noise while minimizing overfitting. 
Random forests can be used in biodegradation prediction to create a group 
of decision trees that collectively generate predictions based on numerous 
characteristics, leading to a more accurate and reliable prediction model.

Logistic regression is the common algorithm used for binary classifica-
tion tasks, such as biodegradation prediction. Logistic regression models the 
relationship between input features and binary outcomes (e.g., biodegradable 
or non-biodegradable) using a logistic function. It is a basic and understand-
able method that can give insights into the value of various features in the 
prediction task.

K-nearest neighbors (k-NN) is a straightforward classification technique. 
It operates by locating a data point’s k nearest neighbors in the feature space 
and generating predictions based on most of the class of its neighbors. k-NN 
can be used to forecast biodegradation by locating a chemical or substance’s 
k nearest neighbors based on its characteristic representation and estimating 
its ability to break down relying on much of the class of its neighbors.

Gradient Boosting Machines (GBM) are another ensemble learning 
technology that makes predictions by combining numerous weak learners, 
often decision trees. GBM sequentially develops an ensemble of models, 
with each succeeding model correcting the flaws of the prior model. GBM 
has been shown to be effective in handling complex data and achieving high 
prediction accuracy, making it a popular choice for biodegradation predic-
tion tasks.

These are some examples of commonly used machine learning algorithms 
for biodegradation prediction. The algorithm chosen is determined by criteria 
like the size and complexity of the data, the nature of the challenge at hand, 
and the expected outcome metrics. To choose the best algorithm for a specific 
biodegradation prediction assignment, it is critical to carefully analyze and 
compare the efficacy of several algorithms using relevant evaluation measures.
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10.4.2 DEEP LEARNING TECHNIQUES FOR BIODEGRADATION 
PREDICTION [83, 143, 145]

Deep learning approaches, such as Convolutional Neural Networks (CNNs) 
and Recurrent Neural Networks (RNNs), have demonstrated significant 
promise in a variety of domains, including biodegradation prediction. Here’s 
a brief overview of their application in biodegradation prediction:

1.	 Convolutional Neural Networks (CNNs): These are a sort of 
deep learning model that excels at image recognition. CNNs use 
convolutional layers to automatically learn features from input data, 
such as chemical structures or environmental parameters, by applying 
convolution operations that capture local patterns. These learned 
features are then used for prediction. In the context of biodegradation 
prediction, CNNs can be used to learn representations of chemical 
structures or other relevant data, and then make predictions based 
on these representations. For example, CNNs can be trained on 2D 
or 3D representations of chemical structures, such as molecular 
fingerprints or molecular images, to predict their biodegradability.

2.	 Recurrent Neural Networks (RNNs): These are a type of deep 
learning model that excels at dealing with time series and sequence 
data. Recurrent connections are used by RNNs to capture depen-
dence on time and sequential patterns of available databases. In 
biodegradation prediction, RNNs can be used to model the temporal 
or sequential nature of environmental data, such as time-series 
measurements of environmental parameters, and predict biodegrad-
ability based on these sequential patterns. RNNs, which include types 
like Long Short-Term Memory (LSTM) and Gated Recurrent Units 
(GRUs), have been effectively used to imitate the temporal dynamics 
of biodegradation processes in biodegradation prediction tasks.

3.	 Hybrid Models: Deep learning techniques can also be combined 
with other machine learning algorithms or used in hybrid models to 
leverage their strengths. For example, CNNs can be combined with 
additional algorithms for machine learning, such as SVM or as decision 
trees, to increase prediction performance by integrating CNN learned 
representations as input characteristics to these methods. Similarly, 
RNNs can be used in combination with other algorithms, such as 
k-NN or logistic regression, to incorporate temporal information from 
RNNs into these models. These hybrid models can potentially capture 
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both local and global patterns in data, leading to improved prediction 
accuracy.

Deep learning techniques, which include CNNs and RNNs, can be 
used to forecast biodegradation and give advantages such as automated 
feature learning, the ability to capture complicated patterns in data, and the 
possibility for enhanced prediction accuracy. However, it is important to 
consider factors such as dataset size, model complexity, interpretability, and 
performance evaluation when using deep learning techniques for biodeg-
radation prediction, as these models may require large amounts of data, 
computational resources, and careful model evaluation to ensure reliable 
and accurate predictions.

10.4.3 DATA MINING TECHNIQUES IN BIODEGRADATION 
PREDICTION [146–148]

Data mining techniques including association rule mining and clustering 
can be used to uncover patterns and relationships in data for biodegradation 
prediction. These techniques can help discover relevant aspects and under-
stand the elements that drive biodegradation by providing information about 
the fundamental frameworks and patterns associated with the data.

A data mining technique that analyses correlations and associations 
among variables in huge datasets is association rule mining. In the context 
of biodegradation prediction, association rule mining can be used to identify 
co-occurrence patterns or correlations between different chemical properties, 
environmental factors, and biodegradation outcomes. For example, it can 
identify associations between specific chemical compounds and their biodeg-
radation rates, or between environmental conditions (such as pH, tempera-
ture, and humidity) and the biodegradation outcomes. These associations can 
provide insights into the factors that affect biodegradation and can be used 
to develop hypotheses or predictions about the biodegradation behavior of 
different compounds or under different environmental conditions.

Clustering is a data mining approach that groups comparable data points 
together in a multidimensional space based on similarities or differences. 
Clustering can be used in biodegradation prediction to identify patterns or 
clusters of similar biodegradation behaviors among different compounds or 
environmental conditions. For example, it can identify groups of compounds 
with similar biodegradation rates, or clusters of environmental conditions 
that favor or hinder biodegradation. Clustering can help in identifying 
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distinct patterns, and can be used to uncover hidden relationships or patterns 
that can be further explored and analyzed.

Data mining techniques can also be used for feature selection and dimen-
sionality reduction to identify the most relevant variables or features for 
biodegradation prediction. For example, association rule mining can identify 
frequent item sets or combinations of variables that are associated with 
biodegradation outcomes, and these frequent item sets can be used as features 
in the prediction models. Clustering can also help in identifying groups of 
similar variables or features that can be represented by a reduced set of repre-
sentative features, thus reducing the dimensionality of the data. This can help 
in developing more efficient and interpretable prediction models by focusing 
on the most important features that influence biodegradation outcomes.

Association rule mining and clustering are two data mining approaches 
that can be used to uncover relationships and trends in biodegradation data. 
They can help identify associations between variables, uncover hidden 
patterns or clusters, and aid in feature selection and dimensionality reduction. 
These strategies can provide useful knowledge and insights for biodegradation 
prediction, helping to construct better and more accurate prediction models.

10.5 PERFORMANCE EVALUATION AND MODEL INTERPRETATION

10.5.1 IMPORTANCE OF PERFORMANCE EVALUATION IN AI-BASED 
BIODEGRADATION PREDICTION

Performance evaluation is an important aspect of developing and deploying 
AI-based biodegradation prediction models. This can help identify any issues 
with the model, such as overfitting or bias, and guide efforts to improve 
its performance. For example, if a model performs well on certain types 
of compounds but not on others, this information can be used to guide its 
application in biodegradation prediction tasks. Performance evaluation is an 
essential step in ensuring that AI-based biodegradation prediction models are 
accurate and reliable [144].

1.	 Model Accuracy: Performance evaluation helps determine the 
accuracy of AI-based biodegradation prediction models. Accurate 
predictions are essential for reliable decision-making in fields such 
as environmental science, biotechnology, and waste management. 
Performance evaluation techniques, such as cross-validation and 
comparison with experimental data, can help assess the predictive 
accuracy of AI models and ensure that they provide reliable results.
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2.	 Model Robustness: Robustness is an important characteristic of 
any predictive model. It refers to the capacity of a model to sustain 
reliability and efficacy in the face of uncertainty, noise, or as changes 
in the provided data. Performance evaluation techniques can help 
assess the robustness of AI-based biodegradation prediction models 
by testing their performance under different conditions, such as 
varying input data quality, sample size, or environmental conditions.

3.	 Model Generalizability: Generalizability is the ability of a predic-
tive model to perform well on unseen data beyond the training data 
it was trained on. AI-based biodegradation prediction models need 
to be able to generalize their predictions to different environmental 
conditions, biodegradable compounds, and target organisms. Cross-
validation and other performance evaluation approaches can assist 
examine the ability to generalized artificial intelligence models to 
ensure that they can make correct predictions on a variety of datasets.

4.	 Model Comparison: Performance evaluation allows for the 
comparison of different AI-based biodegradation prediction models. 
There are numerous AI algorithms available for building predictive 
models, such as machine learning algorithms like neural networks, 
support vector machines, and decision trees. Performance evalua-
tion methodologies can aid in comparing the performance of many 
models and determining which one is the most reliable and accurate 
for a certain biodegradation prediction task.

5.	 Model Optimization: Performance evaluation helps identify areas 
for model optimization and improvement. By analyzing the perfor-
mance metrics of AI-based biodegradation prediction models, i.e., 
accuracy, precision, recall, and F1-score, it is possible to identify the 
strengths and weaknesses of proposed models. This information can 
be used to optimize the models by refining their algorithms, feature 
selection, or hyperparameter tuning, to improve their performance.

6.	 Model Validation: Performance evaluation is essential for model 
validation, which is a critical step in the development of reliable 
AI-based biodegradation prediction models. Validation ensures that 
the predictive models are scientifically valid, reliable, and trustworthy.

In summary, performance evaluation is crucial in AI-based biodegrada-
tion prediction as it enables the assessment of model accuracy, robustness, 
generalizability, and validation. It also facilitates model comparison and 
optimization, leading to the development of reliable and accurate predictive 
models that can be used in practical applications for environmental manage-
ment, biotechnology, and waste management.
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10.5.2 METRICS FOR EVALUATING THE PERFORMANCE OF AI 
MODELS [133, 144]

There are numerous metrics that are routinely used to evaluate the perfor-
mance of artificial intelligence models to give quantitative estimates of the 
way a model is functioning. Some examples of regularly used metrics are:

1.	 Accuracy: It is one of the fundamental and extensively used statistic 
for evaluating performance. It calculates the percentage of accurately 
predicted instances in relation to the total number of examples in the 
dataset.

It is calculated as the ratio of sum of true positives (TP) and true 
negatives (TN) with the total number of instances which include true 
positives (TP), true negatives (TN), false positives (FP), and false 
negatives (FN). It is represented in equation as:

	
 

TP TNAccuracy
TP TN FP FN

+
=

+ + +
	 (1)

When the classes in the dataset are balanced, i.e., the number 
of occurrences in each class is nearly the same, accuracy is useful. 
When classes are uneven, however, accuracy might be deceiving, as 
high accuracy can nevertheless result in misclassification of minority 
classes.

2.	 Precision: It is defined as the proportion of true positives to total 
expected positives (true positives + false positives). It assesses the 
model’s ability to predict positive events correctly while excluding 
false positives. Precision is calculated as follows:

	
 

TPPrecision
TP FP

=
+

	 (2)

Precision is especially important when the goal is to reduce false 
positives, as in medical evaluation or identification of fraud, when 
erroneous positives might have catastrophic repercussions.

4.	 Recall: The proportion of true positives to total actual positives 
is known as recall, also known as sensitivity or true positive rate. 
It assesses its ability to accurately capture all positive cases while 
leaving none out. The recall is calculated as follows:

	
 

TPRecall
TP FN

=
+

	 (3)
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When the goal is to minimize false negatives, such as in illness 
identification or anomaly detection, overlooking positive cases might 
have serious effects.

4.	 F1-Score: It is an accurate evaluation of how well a model performs 
because it is the harmonic mean of precision and recall. It takes 
precision and recall into consideration and is useful when there is a 
trade-off between precision and recall. The F1-score is calculated as 
follows:

	
2 ( )1

( )
 x Precision x RecallF  Score
Precision Recall

=
+ 	 (4)

The F1-score combines recall and precision into a single metric, providing 
for a comprehensive assessment of a model’s accuracy.

These are some of the most often used metrics for assessing the perfor-
mance of AI models. Other metrics, like specificity, area under the receiver 
operating characteristic (ROC) curve, and Matthew’s correlation coefficient 
(MCC), may be used depending on the specific application and require-
ments. It is critical to carefully select the proper metrics based on the model’s 
specific aims and the features of the dataset being evaluated.

10.5.3 CHALLENGES IN INTERPRETING AI MODELS FOR 
BIODEGRADATION PREDICTION

Interpreting AI models for biodegradation prediction can pose several 
challenges and considerations, including model explain ability and trans-
parency. Some of these challenges and considerations are:

1.	 Lack of Model Interpretability: Many AI models, such as deep 
learning models, are regarded as “black boxes” because they are 
complicated and their decision-making processes are difficult for 
humans to interpret. This lack of interpretability might make it 
difficult to interpret AI models for biodegradation prediction since it 
may be unclear how the model is making predictions and what traits 
or factors are driving the predictions.

2.	 Ethical Considerations: Biodegradation prediction models may 
involve the use of large datasets, including potentially sensitive 
environmental or chemical data. Ethical considerations, such as 
data privacy, fairness, and bias, need to be taken into account when 
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interpreting AI models for biodegradation prediction. Bias in the 
training data or model predictions could lead to unfair or discrimina-
tory outcomes, and it is important to carefully evaluate and mitigate 
such biases to ensure that the model is making predictions in an 
unbiased and fair manner.

3.	 Generalization and Robustness: Biodegradation prediction models 
need to be able to generalize well to different environmental condi-
tions and chemical compounds. Ensuring that the model’s predic-
tions are robust and reliable across different datasets, environmental 
conditions, and chemical compounds is a challenge. It is critical to 
test the model’s performance on various datasets and its capacity to 
generalize to varied circumstances.

4.	 Model Validation and Uncertainty: Validating the performance 
of AI models for biodegradation prediction can be challenging due 
to the lack of comprehensive experimental data for biodegradation 
rates. Additionally, uncertainty in the predictions of AI models, such 
as prediction intervals or confidence intervals, is often not straight-
forward to estimate. It is important to carefully evaluate the uncer-
tainty associated with the model’s predictions and communicate the 
level of uncertainty to stakeholders.

5.	 Transparency and Explainability: Model explain ability and trans-
parency are important considerations in interpreting AI models for 
biodegradation prediction. Being able to explain how the model is 
making predictions and provide transparent insights into the model’s 
decision-making process. Techniques such as feature importance 
analysis, SHAP (SHapley Additive explanations), and LIME (Local 
Interpretable Model-agnostic Explanations) can be used to provide 
insights into the features or factors that are driving the model’s 
predictions and increase the transparency of the model.

6.	 Regulatory Compliance: Biodegradation prediction models may 
be used in regulatory contexts, where compliance with regulatory 
guidelines and standards is crucial. Ensuring that the model’s 
predictions comply with relevant regulations and guidelines, and 
are transparent and explainable, is important for gaining regulatory 
approval and acceptance.

In conclusion, interpreting AI models for biodegradation prediction 
requires careful consideration of model explain ability, transparency, ethical 
considerations, generalization, model validation, uncertainty, and regulatory 
compliance. Addressing these challenges and considerations is essential for 
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building reliable, transparent, and trustworthy AI models for biodegradation 
prediction that can be used for environmental risk assessment and decision-
making. Overall, addressing challenges and considerations in interpreting 
AI models for biodegradation prediction is important for ensuring that the 
models are accurate, reliable, and trustworthy.

10.6 LIMITATIONS AND FUTURE DIRECTIONS

10.6.1 LIMITATIONS OF AI IN BIODEGRADATION PREDICTION

Artificial intelligence has shown great promise in biodegradation prediction, 
there are several limitations that need to be considered. Some of the limita-
tions of AI in biodegradation prediction include:

1.	 Data Availability and Quality: AI models rely heavily on data for 
training and validation. However, data availability for biodegradation 
prediction can be limited, especially for specific environmental condi-
tions, chemical compounds, or biodegradation pathways. In some 
cases, the data may be sparse or incomplete, leading to challenges in 
building accurate and robust models. Additionally, the quality of the 
data, including issues such as data accuracy, reliability, and represen-
tativeness, can also impact the performance of AI models.

2.	 Model Robustness and Generalization: AI models for biodegra-
dation prediction may struggle with robustness and generalization. 
Robustness refers to the ability of the model to maintain accurate 
predictions even in the presence of noise or uncertainties in the data, 
while generalization refers to the ability of the model to accurately 
predict biodegradation rates in diverse environmental conditions 
or for different chemical compounds. Ensuring that AI models are 
robust and generalize well to different scenarios can be challenging, 
as biodegradation rates can be influenced by a wide range of factors, 
such as temperature, pH, microbial activity, and chemical interactions.

3.	 Ethical Considerations: Biodegradation prediction models may 
raise ethical considerations, including issues related to data privacy, 
fairness, and bias. Biodegradation data may come from various 
sources, including proprietary or confidential datasets, and ensuring 
proper data privacy and compliance with relevant regulations is 
important. Additionally, biases in the data or models, such as gender, 
racial, or geographic biases, could lead to unfair or discriminatory 
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outcomes, and addressing these ethical concerns is crucial in the 
development and use of AI models for biodegradation prediction.

4.	 Interpretability and Transparency: As discussed earlier, many AI 
models, such as deep learning models, lack interpretability and trans-
parency, which can limit their explain ability and understandability. 
This can be a challenge in biodegradation prediction, as stakeholders 
may need to understand how the model is making predictions, which 
features or factors are driving the predictions, and how reliable the 
predictions are. Ensuring that AI models are interpretable, trans-
parent, and provide insights into their decision-making process is 
important for gaining trust and acceptance.

5.	 Regulatory Compliance: Biodegradation prediction models may 
be used in regulatory contexts, where compliance with regulatory 
guidelines and standards is crucial. However, there may be challenges 
in aligning AI models with regulatory requirements, such as valida-
tion, verification, and acceptance criteria. Regulatory agencies may 
have specific guidelines or requirements for the use of AI models 
in biodegradation prediction, and ensuring compliance with these 
regulations can be a limitation.

6.	 Computational Resources and Scalability: AI models, particu-
larly deep learning models, can be computationally demanding and 
may necessitate significant computing resources for training and 
inference. This can be a limitation in some settings where access 
to high-performance computing resources may be limited or costly. 
Additionally, scaling AI models to handle large datasets or real-time 
prediction applications may also pose challenges in terms of compu-
tational efficiency and scalability.

Addressing these limitations is crucial for the responsible and effective 
use of AI in biodegradation prediction and ensuring that the models are 
reliable, transparent, and compliant with relevant regulations and ethical 
standards.

10.6.2 FUTURE DIRECTIONS OF AI IN BIODEGRADATION 
PREDICTION

The field of AI in biodegradation prediction is constantly evolving, and there 
are several potential future directions that can be explored. Some of these 
directions include:
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1.	 Improved Data Collection and Integration: Enhancing data collec-
tion methods for biodegradation prediction, including more compre-
hensive and diverse datasets, can improve the accuracy and robustness 
of AI models. This could involve leveraging advanced data acquisition 
techniques, such as high-throughput screening, omics technologies 
(genomics, proteomics, metabolomics), and sensor-based monitoring, 
to generate more data on biodegradation rates, environmental condi-
tions, and chemical properties. Integrating data from different sources 
and domains, such as environmental, biological, and chemical data, 
can also provide a more holistic understanding of biodegradation 
processes and improve model performance.

2.	 Advancements in Machine Learning Algorithms: There is ongoing 
research in developing advanced machine learning algorithms 
specifically tailored for biodegradation prediction. This includes 
developing novel algorithms, such as deep learning architectures, 
recurrent neural networks, and graph-based models, that can capture 
complex relationships and patterns in biodegradation data. Addition-
ally, integrating domain-specific knowledge, such as enzymatic 
mechanisms, metabolic pathways, and microbial interactions, into 
machine learning algorithms can enhance their predictive capabili-
ties for biodegradation prediction.

3.	 Model Interpretability and Explainability: Improving the interpret-
ability and explain ability of AI models for biodegradation prediction 
is an important future direction. This can involve developing methods 
to interpret and explain the predictions of complex AI models, such 
as deep learning models, to gain insights into the decision-making 
process and increase trust and acceptance by stakeholders. Techniques 
such as explainable AI (XAI) and model-agnostic explanations can be 
explored to provide interpretable and transparent results for biodegra-
dation prediction models.

4.	 Integration of Multi-Omics Data: This, which includes genomics, 
proteomics, metabolomics, and other high-dimensional data, can 
provide valuable information about the functional and metabolic 
activities of microorganisms involved in biodegradation processes. 
Integrating multi-omics data with AI models can enable a more 
comprehensive understanding of biodegradation pathways, meta-
bolic interactions, and microbial communities, leading to more 
accurate and robust predictions.

5.	 Model Transferability and Scalability: Developing AI models that 
are transferable and scalable across different environmental conditions, 
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chemical compounds, and biodegradation pathways is an important 
future direction. This could involve developing transfer learning 
techniques, where models trained on one biodegradation scenario can 
be fine-tuned for another scenario with limited data, or developing 
ensemble models that combine multiple models to improve predic-
tion accuracy and robustness. Additionally, optimizing AI models for 
computational efficiency and scalability can enable real-time or large-
scale applications of biodegradation prediction in practical settings.

6.	 Integration with Experimental Validation: Experimental validation 
of biodegradation prediction models is crucial for their reliability and 
accuracy. Future directions may involve integrating AI models with 
experimental validation methods, such as lab-scale biodegradation 
experiments, microbial culturing, and molecular biology techniques, 
to validate and refine the predictions. This can help bridge the gap 
between computational predictions and real-world biodegradation 
processes, improving the practical applicability of AI models.

7.	 Ethical and Societal Considerations: Ethical and societal consider-
ations will continue to be important in the future development and use 
of AI in biodegradation prediction. Ensuring fairness, transparency, 
and accountability in AI models, addressing issues such as bias and 
discrimination, and incorporating ethical guidelines and regulations 
into the development and deployment of AI models for biodegrada-
tion prediction will be crucial in shaping the future direction of this 
field.

8.	 Real-Time Monitoring and Prediction: Developing real-time 
monitoring and prediction systems using AI can enable timely detec-
tion and prediction of biodegradation processes in the environment, 
facilitating proactive environmental management and pollution 
mitigation strategies.

9.	 Industry Applications: The application of AI in biodegradation 
prediction can have significant implications for various industries, 
such as pharmaceuticals, chemicals, agriculture, and waste manage-
ment. Future research can focus on developing industry-specific 
applications of AI for biodegradation prediction, tailored to the 
unique needs and challenges of different sectors.

10.	 Academia, Industry, and Regulatory Agencies Collaboration: 
Collaboration between academia, industry, and regulatory bodies can 
speed up the research and implementation of artificial intelligence in 
biodegradation prediction. Future research can focus on developing 
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such cooperation to ensure that AI models are produced and imple-
mented in accordance with regulatory standards, industrial needs, 
and environmentally sustainable practices.

There are several potential future directions for AI in biodegradation 
prediction. One direction is the incorporation of multi-modal data, such as 
chemical, environmental, and biological data, to improve the accuracy and 
reliability of biodegradation prediction models. Another avenue of investiga-
tion is the use of ensemble approaches, which entail mixing numerous AI 
models to improve prediction accuracy.

Integration of AI with other emerging technologies such as the Internet 
of Things (IoT) and big data analytics is another potential future avenue. 
IoT sensors, for example, might be used to collect real-time data on environ-
mental factors affecting biodegradation rates. This data could be analyzed 
using big data analytics techniques to identify patterns and relationships that 
can inform biodegradation prediction models.

Overall, there are many exciting possibilities for the future of AI in 
biodegradation prediction. By incorporating new data sources, exploring 
new techniques, and integrating with other technologies, AI has the potential 
to dramatically increase our capacity to forecast biodegradation rates and 
make intelligent environmental management decisions.

10.7 CONCLUSION

AI potentially increase our capacity to anticipate biodegradation rates. To 
construct accurate and trustworthy biodegradation prediction models, several 
AI techniques such as machine learning, deep learning, and data mining can 
be applied. However, there are also challenges and limitations to using AI 
in biodegradation prediction, such as data availability, model robustness, 
and ethical considerations. Performance evaluation is an important aspect 
of developing and deploying AI-based biodegradation prediction models. It 
entails evaluating the accuracy and dependability of the model’s predictions 
using unseen data. Interpreting AI models for biodegradation prediction can 
be challenging due to issues such as model explain ability and transparency. 
There are several potential future directions for AI in biodegradation predic-
tion, such as incorporating multi-modal data, exploring ensemble methods, 
and integrating AI with other emerging technologies like IoT and big data 
analytics.
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Biodegradation prediction using AI involves the use of machine learning 
and data-driven approaches to predict the biodegradation potential of 
chemicals, pollutants, or other substances in the environment. AI models 
can provide accurate and fast predictions of biodegradation rates, pathways, 
and microbial communities, which can have significant applications in 
environmental risk assessment, pollution mitigation, and sustainable waste 
management.

AI model performance must be evaluated, and commonly used metrics 
such as accuracy, precision, recall, and F1-score can aid in this process. 
Challenges in interpreting AI models for biodegradation prediction include 
model explain ability and transparency, as complex models may lack inter-
pretability, making it difficult to understand the decision-making process. 
Data availability, model robustness, and ethical considerations are among 
the limitations of AI in biodegradation prediction that must be addressed for 
the reliable and responsible application of AI in this sector.

Potential future directions of AI in biodegradation prediction include 
improved data collection and integration, advancements in machine learning 
algorithms, model interpretability and explain ability, integration of multi-
omics data, model transferability and scalability, integration with experi-
mental validation, and addressing ethical and societal considerations.

In nutshell, artificial intelligence has the potential to transform biodeg-
radation prediction by increasing accuracy, efficiency, and sustainability in 
environmental management practices. However, careful consideration of 
model limitations, interpretability, and ethical implications is crucial for 
responsible and reliable use of AI in this field.
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CHAPTER 11

ABSTRACT

Artificial Intelligence (AI) techniques have been increasingly utilized in 
progressive years for the prediction of biodegradation due to their capability 
to process enormous datasets and retrieve pertinent data. The prediction of 
biodegradation is vital for the development of ecologically friendly products 
and the planning of waste management strategies. AI-based models have 
shown great promise in forecasting biodegradability and evaluating the 
potential toxicants related to the flushing of substances into the atmosphere. 
The expenditure of AI methods in predicting biodegradation involves the 
creation of models that can examine a variety of environmental parameters 
and forecast the pace and degree of biodegradation under different circum-
stances. Machine learning (ML) and artificial neural networks (ANNs) are 
two of the most often utilized AI techniques in biodegradation prediction. 
ML is a subdivision of AI that provides processers the skill to acquire from 
documents/facts and develop over time. ML algorithms can be trained on 
massive datasets of biodegradation information to identify patterns and links 
between environmental conditions and biodegradation outcomes based on 
their chemical structure and other pertinent properties. ANNs are a form of 
machine learning algorithm that imitates the composition and operation of 
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the human brain. ANNs are particularly useful in forecasting biodegradation 
because they can manage huge, complicated datasets and recognize non-
linear correlations between inputs and outcomes. ANNs have been used to 
predict the biodegradability of many different molecules, such as insecti-
cides, medications, and industrial chemicals.

In addition to ML and ANN, Other AI tools, including fuzzy logic, 
genetic algorithms, and expert systems, have also been used to forecast 
biodegradation. Compared to conventional methods, using AI techniques 
to forecast biodegradation has several benefits. Large datasets can be 
analysed by AI-based models to extract pertinent data, enabling more 
precise predictions. The complicated and non-linear interactions between 
environmental variables and biodegradation outcomes can also be handled 
by AI approaches. Additionally, AI-based models are particularly helpful for 
tracking environmental conditions since they can be trained to spot patterns 
and make predictions in real time.

11.1 INTRODUCTION

In current years, the use of artificial intelligence (AI) in the area of 
biodegradation prediction has gained significant attention due to its potential 
to accelerate the discovery of new, sustainable materials [1]. Biodegradation 
is the breaking of molecules of organic matter by biological microbes into less 
toxic substances that can be taken up by the ecosystem without damage. This 
process is an essential part of the natural cycle of carbon, nitrogen, and other 
elements in the environment. The process of biodegradation occurs when 
microbes such as algae, bacteria, and fungi ingest carbon-based compounds 
as a spring of energy and nutrients [2]. During this process, the organic 
molecules are broken down into uncomplicated compounds such as water, 
carbon dioxide, and minerals. Biodegradation engages in a perilous part in 
preserving the wellbeing of ecosystems by removing harmful pollutants and 
recycling nutrients. It is also an important process for the degradation of 
carbon-based matter in discarded water management and composting [3]. 
Biodegradation is critical in determining the biological and ecological risk 
of organic compounds created by the modern chemical and pharmaceutical 
industries that are unable to keep up by the rate at which these molecules are 
manufactured, creating attentions about their final destiny if discharged into 
the environment [4]. However, predicting the biodegradability of a given 
molecule is a complex task that requires considering a multitude of factors 
such as chemical structure, functional groups, and environmental conditions. 
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Historically, experimental methods have been used to study biodegradation, 
but they have limitations, such as requiring large amounts of time and 
resources to perform, as well as difficulties in obtaining accurate and reliable 
data. The latest developments in machine learning, in specifically deep 
learning, have unbolted up new potentials for biodegradation prediction. 
With the advent of machine learning methods and the availability of large 
datasets/records, AI has appeared as an encouraging tool for predicting the 
biodegradability of molecules with high accuracy [5]. This has imperative 
inferences for an eclectic range of uses, from drug discovery to the design of 
ecologically friendly resources. In this context, the use of AI for predicting 
biodegradation represents an influential tool for advancing the progress of 
sustainable technologies and reducing the environmental impact of chemical 
compounds.

In addition, in silico methods such as quantitative structure-activity 
relationship (Q)SARs have been proposed as a means of supplementing and 
enhancing experimental data [6]. These models use molecular descriptors 
and other chemical properties to predict biodegradability, providing a 
complementary approach to experimental methods. The ability to predict 
biodegradation accurately is crucial for environmental risk assessment and 
management, as it allows for the identification of hazardous chemicals and 
the development of effective waste management strategies.

Knowledge on a substance’s potential for breakdown is necessary for an 
effective risk evaluation because biological degradation is the predominant 
mechanism for the transformation of the environment of most compounds. 
However, there are few ways to forecast a compound’s ability to degrade 
because this is contingent upon both the chemical’s design and the environ-
ment to which it is exposed to [7]. Both the biological and ecological aspects 
of the breakdown mechanism based on discussion of quantitative structure-
biodegradability relationship models (QSBRs) are highlighted in the current 
chapter’s [8]. Investigations on the microbiological features of biodegrada-
tion and the techniques for determining biodegradability are provided. The 
latest developments in biodegradation modeling, such as contributions to 
computerized biodegradability predicting systems, are examined. The 
process of validating several recently created models for evaluating risk 
and ecological effect in marine and terrestrial systems is addressed [9]. 
Microbiology, sciences of the environment, biological technology, and 
bioremediation processes are all active fields of study. The report will be 
crucial for policymakers as they evaluate the present form of acquaintance 
on the breakdown of chemicals.
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11.1.1 TYPES OF BIODEGRADATIONS

Several types of biodegradations (Figure 11.1) can occur depending on the 
behavior of the organic compound and the ecological situations. Some of the 
common types of biodegradations are:

1.	 Aerobic Biodegradation: This type of biotransformation happens 
in the existence of oxygen. Aerobic microorganisms utilize oxygen 
to digest organic molecules, generating carbon dioxide and water as 
by-products [10].

2.	 Anaerobic Biodegradation: This occurs in the absence of oxygen. 
In this process, bacteria consume alternative electron acceptors likes 
sulfate, nitrate, or carbon dioxide to degrade organic compounds [11].

3.	 Photo-Degradation: It involves the degradation of organic compounds 
through exposure to sunlight or other forms of radiation. The energy 
from the radiation can breakdown the chemical bonds of the carbon-
based molecules, leading to their degradation [12].

4.	 Bioremediation: It is a type of biodegradation that comprises the 
usage of microbes to clear-out contaminated environments. Micro-
organisms are introduced to contaminated soil or water, where they 
metabolize the organic compounds and reduce their concentrations 
to safe levels [13].

5.	 Composting: It is a form of biodegradation that involves the 
controlled degradation of organic matter such as food waste or plant 
material. Microorganisms in the composting pile break down the 
organic matter, producing a nutrient-rich soil amendment [14].

6.	 Anaerobic-Aerobic: This respiration is a type of biodegradation 
process that occurs in environments where oxygen availability is 
fluctuating or limited. In this process, microorganisms can switch 
between anaerobic and aerobic respiration depending on the avail-
ability of oxygen [15].

7.	 Heterotrophic: This type of biodegradation comprises the use of 
organic substances as a spring of energy and carbon by heterotrophic 
microorganisms.

8.	 Autotrophic: This type of biodegradation comprises the use of 
organic substances as a spring of energy and carbon by autotrophic 
microorganisms [16].

9.	 Xenobiotic Biodegradation: This type of biodegradation involves 
the breakdown of synthetic or man-made organic compounds, such 
as pesticides or plastics, by microorganisms.
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FIGURE 11.1  Various types of biodegradations.

11.1.2 MECHANISM OF BIODEGRADATION

The mechanism of biodegradation involves several steps that are carried out 
by microorganisms in the environment. These steps can vary reliant on the 
category of compound being degraded, the ecological conditions, and the 
microbial community involved [17]. However, some general processes that 
occur during biodegradation shown in Figure 11.2.

11.1.3 FACTORS AFFECTING THE RATE OF BIODEGRADATION

The biotransformation of organic compounds is exaggerated by a variety of 
elements that can influence the rate and extent of degradation. These factors 
include:

1.	 Chemical Structure: The chemical design of the organic compound 
is one of the most significant features affecting its biodegradability. 
Compounds with complex structures, such as aromatic compounds 
and halogenated compounds, are generally more resistant to biodeg-
radation than simpler compounds.

2.	 Molecular Weight: This of the compound can also affect its biode-
gradability. Compounds with high molecular weights are often 
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more difficult for microorganisms to metabolize, and therefore, they 
degrade more slowly.

FIGURE 11.2  Stages of biodegradations.

3.	 Solubility: This of the compound in water and other solvents can 
also impact its biodegradability. Compounds that are more soluble in 
water are typically more easily degraded, as they can be more readily 
transported into microbial cells.

4.	 Environmental Conditions: Ecological surroundings such as 
temperature, oxygen availability, pH, and nutrient availability can 
have a significant impact on biodegradation. For example, optimal 
temperature and pH levels are required for the growth and actions of 
microbes involved in breakdown of molecules [18].

5.	 Microbial Community: The occurrence of microbial community in 
the habitat can also distress the rate and extent of biotransformation. 
Different microorganisms have varying metabolic capabilities, and 
the occurrence of explicit microbial species can promote or inhibit 
the biodegradation of certain compounds.

Overall, the biodegradability of a compound is influenced by a complex 
interplay of various factors, and a better understanding of these factors can 
help in designing added sustainable and ecologically friendly substances.
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11.2 BACKGROUND

Predicting biodegradation accurately is critical for analyzing the environ-
mental factors associated with chemicals, calculating toxicity, and estab-
lishing appropriate waste management techniques. Recent breakthroughs 
in machine learning, particularly deep learning, have unlocked new-fangled 
avenues for predicting biodegradation. These methods use massive datasets 
of chemical structures and biodegradation outcomes to discover patterns and 
make predictions. Deep learning algorithms are capable of learning compli-
cated correlations between chemical characteristics and biodegradability, 
outperforming earlier prediction methods [19].

The absence of first-class experimental facts is a major difficulty 
in biodegradation prediction. In-silico methodologies, namely QSAR 
(quantitative structure-activity relationship) models, have been presented 
as a way to augment and improve experimental data. These models predict 
biodegradability using molecular descriptors and other chemical parameters, 
giving a supplementary approach to experimental approaches [20]. To 
summarize, biodegradation prediction is an important area of research 
having implications for environmental risk assessment, toxicology, and 
waste management. Recent breakthroughs in deep learning and In-silico 
technologies offer interesting options for enhancing our understanding of 
biodegradability and its environmental consequences, as well as the creation 
of effective remediation measures.

11.3 MATERIAL AND METHODS

A regular internet browser could be utilized for accessing both websites 
indicated in the protocols. Java applets are used for executing some of its 
functionalities. You might require altering the settings in the web browser or 
downloading additional applications to execute these applets. The In-silico 
methodology is commonly utilized in the design of biotransformation and 
bioremediation experiments. In addition, artificial neural networks (ANN), 
machine learning (ML), and genetic algorithms (GA)-based systems predict 
decomposition, toxic interactions, and ecosystem fate. Moreover, current 
improvements in QSAR modeling, algorithms, and specific biodegradation 
forecast systems with distinguishing features have been discussed. The proto-
cols that follow describe how to use one technologies of specific type, namely 
EAWAG-PPS (formerly UM-PPS) and SVM Biodegradability predictor.  
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Both use chemical formulas as initial response, but they provide slightly 
unlike and harmonizing evidence on their utmost expected ecological 
result. Other biodegradation prediction software is Biowin, Catabol-301C 
model, and META-PC is also utilized. In addition to experimental testing 
and computer modeling, databases such as the University of Minnesota 
biocatalysis/biodegradation (UM-BBD), Plastics Microbial Biodegradation 
Database, AromaDeg, ONDB (Organonitrogen Degradation Database), 
MetaCyc, OxDBase (biodegradative oxygenases database), PBT Profiler, 
and Bionemo (biodegradation network-molecular biology database) are 
accessible [21].

11.4 ROLE OF AI ALGORITHMS AND TECHNIQUES IN 
BIODEGRADATION

AI tools have revealed pronounced ability in the prediction of biodegrada-
tion. These tools include various fuzzy logic, artificial neural networks 
(ANNs), genetic algorithms, machine learning (ML) algorithms, and expert 
systems. Here are some examples of how these tools are being used in the 
field of biodegradation prediction:

1.	 Machine Learning (ML) algorithms: These algorithms can be 
trained on large datasets of biodegradation information to recognize 
patterns and relationships between environmental factors and 
biodegradation outcomes. Based on the molecular arrangement and 
other physical parameters, ML algorithms were employed to foresee 
the biodegradability of organic molecules. The results showed that 
the ML algorithms outperformed traditional methods in predicting 
biodegradation [22].

2.	 Artificial Neural Networks (ANNs): These are particularly useful 
in predicting biodegradation because they can handle large and 
complex datasets and identify non-linear relationships between 
factors and outcomes. For example, in a study conducted on ANNs, 
which were used to predict the biodegradability of five common 
pesticides. The fallouts showed that the ANN model was capable 
to accurately foresee the biodegradability of the pesticides based on 
their physicochemical properties [23, 24].

3.	 Fuzzy Logic: It is a mathematical technique that can handle uncer-
tain or vague information and is particularly useful in dealing with 
complex environmental factors. Fuzzy logic was used to expect the 
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biodegradability of organic composites in the presence of multiple 
pollutants. The outcomes showed that the fuzzy logic model was 
capable to accurately forecast the biodegradability of the compounds 
under different environmental conditions [25].

4.	 Genetic Algorithms: These are optimization techniques that can 
search for the best combination of environmental factors to maximize 
biodegradation. These algorithms were utilized to optimize the 
biotranfromation of polycyclic aromatic hydrocarbons (PAHs) in 
polluted loam. The results showed that the genetic algorithm was 
able to identify the optimal combination of environmental factors to 
maximize PAH biodegradation [26].

5.	 Expert Systems: These are computer software package that can 
replicate the decision-making method of human experts and can be 
used to predict biodegradation grounded on a number of directions. 
An expert system was developed to envisage the biodegradability of 
carbon-based compounds based on their molecular arrangement and 
other physicochemical properties [27].

11.5 PREDICTION OF BIODEGRADATION USING AI TOOLS

Biodegradation prediction tools are important for estimating the potential 
conservational impact of chemicals and compounds. These tools use various 
methods, including machine learning algorithms and biodegradation path-
ways analysis, to predict the biodegradability of a substance. Biodegrad-
ability prediction tools can provide valuable information on the potential 
for a chemical to break down in the environment and the likelihood of it 
persisting and gathering in the environment [28, 29]. This information is 
vital for measuring the environmental hazard of a substance and for guiding 
decisions related to its use and regulation. With the growing concern over 
environmental pollution, the development of accurate and reliable biodeg-
radation prediction tools is becoming increasingly important to protect the 
health and well-being of both human and ecological communities. Some of 
the tools are discussed in subsections.

11.5.1 EAWAG-PPS

EAWAG-PPS is a project focused on studying the presence and behavior 
of pharmaceuticals and their byproducts in the environment. It is carried 
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out in conjunction with healthcare firms, treatment plants, and govern-
ment organizations by the Swiss Federal Institute of Aquatic Science 
and Technology. This program can be opened at the following address: 
http://eawag-bbd.ethz.ch/predict/. It has open access web page, which 
uses chemical structure or Simplified Molecular Input Line Entry System 
(SMILES) format as input file to run the process. Insert the SMILES string 
encoding of your molecule in the appropriate checkbox. If otherwise, 
simply “draw” the molecular framework in the given molecular editor 
and then select “Write SMILES” to automatically produce the SMILES 
and click “continue” (Figure 11.3(a)). After a while, a representation of 
a portion of your compound’s expected biodegradative pathway appears 
(Figure 11.3(b)). A color scale indicates the aerobic likelihood of the 

(a)

http://eawag-bbd.ethz.ch/predict/
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(b)

FIGURE 11.3  Screenshots of the EAWAG-PPS system when forecasting the biodegradation 
paths for aniline. (a) The input form comprises a molecular editor to “draw” the structure of 
the input molecule. And (b) in the forecasted biodegradative routes, molecules existing in 
the EAWAG-PPS have a “Cpd” key to go to the corresponding pages of compound data 
and routes, while non-end compounds have a next key to recover the single downstream 
biodegradative paths starting with initial one.
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various transformation processes in this illustration. The codes (such as 
bt0065) provide immediate links to UM-BBD pages that contain full mate-
rial about the reaction’s guidelines. The main objective of the EAWAG-PPS 
program is to create and test technologies that can remove pharmaceuticals 
and their byproducts from wastewater, and assess the potential hazards 
connected with their presence in the ecosystem. Additionally, the project 
aims to increase public awareness about the issue of pharmaceuticals in the 
environment and promote sustainable practices within the pharmaceutical 
industry [30]. The EAWAG-PPS project has had a noteworthy impact on our 
considerate of the environmental impact of pharmaceuticals. The project 
has headed to the expansion of new technologies and methodologies for 
removing pharmaceuticals from wastewater and has helped inform policy 
decisions regarding the regulation of pharmaceuticals in the environment.

11.5.2 SVM BIODEGRADABILITY PREDICTOR

The SVM (Support Vector Machine) Biodegradability Predictor is a 
computational tool that uses machine-learning algorithms to foretell the 
biodegradability of chemical composites. This software can be visited at 
the given address: http://csbg.cnb.csic.es/BiodegPred. The system requires 
SMILES string compound information as an input. To execute the chosen 
forecasters on the input framework, click “Go.” The outcome page includes 
a depiction of the organic arrangement restored from the input SMILES 
(to ensure its accuracy) as well as the results of the predictors used (Figure 
11.4). The character of the predictions is shown using a color code (green as 
biodegradable/nontoxic; red as recalcitrant/toxic). The score of the predictor 
and its related dependability are also shown. The reliability standards 
assigned to respectively score were derived from a test set of substances 
with recognized fates, and they reflect the fraction of molecules in the test 
set with a given score or greater that were properly prophesied. This has 
helped researchers and industries in designing more sustainable products, 
falling the effect of chemicals on the habitat, and complying with environ-
mental regulations. The SVM Biodegradability Predictor is based on a large 
database of biochemical structures and their corresponding biodegradability 
data. The tool uses this database to train a machine learning model that 
can predict the biodegradability of new chemical compounds based on their 
structural features [31].

http://csbg.cnb.csic.es/BiodegPred
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FIGURE 11.4  Screenshot of the SVM biodegradability predictor being used to forecast 
benzoic acid’s destiny in the environment.

11.5.3 CATALOGIC

CATALOGIC is a software suite of OASIS (http://oasis lmc.org/products/
software/catalogic.aspx) designed for the evaluation of ecological fate and 
eco-toxicity endpoints. In these models, the delineation of the biological 
degradation pathways for an input molecule is associated on a set of catabolic 
modifications that have been “weighted” with information from experiments 
on biodegradative destiny gathered from records and with other factors like 
the “biological oxygen demand.”

A database pertaining to the environmental destiny like abiotic and biotic 
degradation, bioaccumulation, and acute marine noxiousness of chemicals, 
the system has features for managing endpoint and metabolic data, running 
models in batches and individually, predicting the acute aquatic toxicity of 
particular metabolites, and providing interactive help. It is a tool used in 
ecological harm estimation to predict the behavior and potential impacts of 

http://oasislmc.org/products/software/catalogic.aspx
http://oasislmc.org/products/software/catalogic.aspx
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chemicals in the environment. It employs various models and algorithms 
to estimate important parameters such as biodegradability, bioaccumulation, 
and toxicity of chemicals. These predictions aid in evaluating the potential 
environmental fate of a substance such as its persistence, mobility, and 
potential to bioaccumulate in organisms [32, 33].

By integrating information on the physicochemical properties of a 
chemical with data on environmental conditions, CATALOGIC enables 
users to assess the environmental risk associated with its use. This software 
suite can be valuable in decision-making processes related to chemical 
management, regulatory compliance, and the development of safer and more 
sustainable products [34]. Overall, CATALOGIC serves as a useful tool for 
environmental risk assessors, researchers, and regulators to evaluate the 
environmental fate and ecotoxicity of chemicals, ultimately contributing to 
informed decision-making and environmental protection.

11.5.4 BIOWIN

Biowin is a computer-based model used for envisaging the biodegradability 
of carbon-based chemicals in the environment. It is a fragment of the US 
EPA’s (Environmental Protection Agency) EPI Suite software, which is 
widely used in environmental risk assessment and chemical management. 
It is paid software having annual, perpetual and academic license. This 
program can be obtained from EnviroSim Associates Ltd., Canda, website 
(https://envirosim.com/) [35]. The combined triggered sludge/anaerobic 
digestion (AS/AD) model, is used in this program. In addition, BioWin 
provides three models to assess settling and methods of separation, namely 
a point separation model, an ideal separation model, and a flux based model. 
The Biowin model is based on a set of mathematical equations that contains 
numerous factors namely molecular structure of the organic, its solubility, 
and its partition coefficient. The model uses these parameters to predict 
the potential for biodegradation of the chemical in different environmental 
conditions [36].

The Biowin has been extensively validated against experimental data 
and has been shown to accurately predict the biodegradability of substrates/
elements under diverse ecological surroundings. The use of the Biowin 
model has helped to identify chemicals that might stance a hazard to the 
environment and has contributed to the development of sustainable chemical 
management.

https://envirosim.com/


Computer-Based Technologies for Prediction of Biodegradation	 305

11.5.5 PBT PROFILER

The PBT Profiler model is a web-based tool (part of the US Environmental 
Protection Agency (EPI) Suite software) used to estimate the persistence, 
bioaccumulation, and toxicity (PBT) of organic chemicals in the environment. 
It is a thorough and current database with details on a variety of organic 
substances and their potential ecological effects. The process considers 
investigational data from databases in the QSAR Toolbox and output from 
(Q)SAR models (https://repository.qsartoolbox.org/Tools/List/Profilers). In 
accordance with Annex XIII of REACH Regulation (EC) No 1907/2006 and 
ECHA Guidance on Data Needs and Chemical Safety evaluation Chapter 
R.11: PBT/vPvB evaluation, the fallouts of this examination is founded on 
solitary verge scores for P/vP, B/vB, and T (ENV).

The PBT Profiler is centerd on a set of mathematical equations that take 
into account various parameters such as the chemical’s molecular structure, 
its environmental fate, and its toxicological properties. The model uses 
these parameters to forecast the potential diligence, bioaccumulation, and 
harmfulness of the organic chemicals under diverse ecological circumstances. 
It is an important tool for measuring the potential environmental impact of 
organic chemicals. It has been extensively validated against experimental 
data and has been shown to accurately predict the PBT characteristics of a 
wide range of organic chemicals under different environmental conditions 
[37]. The use of the PBT Profiler has helped to identify organic chemicals that 
could pose a danger to the ecosystem and has contributed to the development 
of sustainable chemical management practices.

11.5.6 META-PC

Meta-PC is a computer-based tool used for predicting the tenacity and 
long-term fortune of compounds in the ecosystem. It is a slice of the US 
EPA’s (Environmental Protection Agency) EPI Suite software, which is 
widely utilized in environmental risk valuation and chemical treatment. It 
is a product of MultiCASE Inc. (https://www.multicase.com/). Data about 
1,467 Mammalian Metabolism, 505 Aerobic Microbial Biotransformation, 
344 Anaerobic Microbial Biodegradation, and 1,193 responses to photo 
degradation can be found in Meta-PC. The Meta-PC model is also subjected 
on a set of mathematical equations that take into account various parameters 
such as the chemical’s molecular structure, its environmental fate, and its 

https://repository.qsartoolbox.org/Tools/List/Profilers
https://www.multicase.com/
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toxicological properties. The model uses these parameters to predict the 
potential for the persistence of the chemical in different environmental 
conditions [38].

The Meta-PC model is an significant utensil for evaluating the potential 
ecological impact of substances. It has been extensively validated against 
experimental data and has been shown to accurately predict the persistence 
of a varied range of chemicals under diverse environmental conditions. The 
use of the Meta-PC model has helped to identify chemicals that might pose 
harm to the habitat and has contributed to the development of sustainable 
chemical management practices.

11.6 AI-BASED BIODEGRADATION DATABASES

In addition to experimental testing and computer modeling, biodegradation 
database is a repository of knowledge regarding the capacity of different 
compounds to be broken down by biological processes. It often contains 
information on the rates, processes, and byproducts of various substances 
when they are subjected to biological agents like bacteria or enzymes. The 
databases are covered in subsections.

11.6.1 UNIVERSITY OF MINNESOTA BIOCATALYSIS/BIODEGRADATION 
(UMBBD)

The UMBB databank is an online resource that delivers information on 
bacterial biodegradation pathways for environmental contaminants. It is 
a comprehensive and up-to-date databank that comprises evidence on the 
biodegradation of a wide range of organic chemicals. It contains details on 
more than 1,300 chemicals, 900 enzymes, around 1,500 reactions, and about 
543 entries for microorganisms. The UM-PPS now has 249 biotransforma-
tion principles that were resulting from reactions discovered in the UM-BBD 
and academic research. Data from the UM-BBD are becoming more widely 
available. The public chemical databases PubChem and ChemSpider now 
receive compound data from the UM-BBD. At ETH Zürich, a novel mirror 
website of the UM-BBD, UM-PPS and UM-BPT is being created to increase 
the speed and dependability of online access from any location. The infor-
mation is organized in a user-friendly format that allows researchers and 
practitioners to quickly access relevant data [39]. It has been extensively 
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used in the sphere of ecological science to assess the potential environmental 
impact of chemicals and to identify microorganisms that can be used in 
bioremediation processes.

The databank is regularly modernized with new information and is 
widely regarded as a reliable and authoritative source of information on 
biodegradation pathways. Its use has contributed to the development of 
sustainable chemical management practices and has helped to decrease 
the ecological influence of organic chemicals. Overall, the UMBBD is an 
important resource for environmental scientists and practitioners and vital 
part in advancing the field of environmental science.

11.6.2 PLASTICS MICROBIAL BIODEGRADATION DATABASE

The Plastics Microbial Biodegradation Database is an internet-based 
tool which gives details on microbiological plastic decomposition. The 
database includes information on the microbes and enzymes responsible 
for biotransformation of plastics, as well as the metabolic intermediates 
that are produced during the degradation process. In this repository, 79 
genes and 949 interactions between microbes and plastics were carefully 
compiled and validated through literature searches. Additionally, through 
the TrEMBL component of the UniProt database, above 8,000 automatically 
annotated enzyme successions were taken as may be incorporated in the 
biodegradation of plastics. It is a comprehensive and up-to-date databank 
that holds information on the biodegradation of a varied range of plastics 
under different ecological situations. It also offers data on the physical 
and chemical possessions of different types of plastics that influence their 
biodegradability [40]. The Plastics Microbial Biodegradation Database is a 
valuable tool for environmental risk assessment and plastic waste manage-
ment. It has been extensively used to validate the potential environmental 
impact of plastic waste and to identify microorganisms that can be used in 
bioremediation processes.

The databank is regularly re-equipped with innovative information and 
is widely regarded as a reliable and authoritative source of information on 
the biodegradation of plastics. Its use has contributed to the expansion of 
sustainable plastic leftover management practices and has helped to diminish 
the plastic waste. Overall, the Plastics Microbial Biodegradation Database 
is an important resource for environmental scientists and practitioners for 
plastic waste management.
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11.6.3 ONDB (ORGANONITROGEN DEGRADATION DATABASE)

The Organonitrogen Degradation Database (ONDB) is a web-based service 
that contains knowledge regarding the microbe-mediated breakdown of 
organic nitrogen-containing molecules in the environment. It is a comprehen-
sive and up-to-date database that contains information on the biodegradation 
of an extensive range of organonitrogen molecules. The ONDB was created 
to compile data on the price, chemistry, and biodegradability of frequently 
used organonitrogen compounds. It offers information about the enzymatic 
processes, microbial processes, and routes involved in the breakdown of 
organonitrogen compounds such as urea, methylenediurea. The database 
includes information on the bacteria and enzymes allied in the biotransfor-
mation of organonitrogen compounds, as well as the metabolic intermediates 
that are produced during the degradation process. It also offers physical and 
chemical data of different types of organonitrogen compounds that influ-
ence their biodegradability [41]. The ONDB is a helpful tool for ecological 
toxicant evaluation and biochemical management. It has been extensively 
used in the sphere of ecological science to measure the latent ecological 
impression of organonitrogen compounds and to identify microorganisms 
that can be employed in bioremediation techniques.

The databank is regularly upgraded with innovative information and is 
widely regarded as a reliable and authoritative source of information on 
the biodegradation of organonitrogen compounds. Its use has contributed 
to the development of sustainable chemical management practices and has 
helped to lessen the conservatoire impact of organic nitrogen-containing 
compounds [42].

11.6.4 BIONEMO (BIODEGRADATION NETWORK-MOLECULAR 
BIOLOGY DATABASE)

Bionemo is a comprehensive and up-to-date online resource that offers 
evidence on the microbial biodegradation of organic molecules. Bionemo 
store manually organized data on genes and proteins essential in the 
breakdown. The database contains details on the sequence, domains, and 
structures of proteins as well as the sequence, regulatory fundamentals, and 
transcription components of genes, whenever this is possible. Consuming 
data from available studies, Bionemo was created by manually linking 
sequence databank entries to biodegradation reactions. For biodegradation 
genes, data on transcription elements and their control were also taken from 
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the pre-evaluated works and connected to the basic biochemical network. 
Bionemo now has 324 reactions’ sequencing data as well as data on above 
100 promoters and 100 transcription factors’ transcription regulation. The 
details in the Bionemo database is reachable via a website hosted on a server, 
and a PostgreSQL dumps of every record is also obtainable for downloading. 
It is a prevailing tool that combines molecular biology and bioinformatics 
to predict the biotransformation pathways of carbon-based compounds 
in the ecosystem. The database contains information on the enzymes, 
genes, and biochemical pathways connected in the biodegradation of a 
comprehensive variety of carbon-based compounds, covering contaminants 
along with natural substances [43]. It has been extensively used in the 
sphere of ecological science to evaluate the possible ecological impact of 
organic molecules and to identify microorganisms that can be employed in 
bioremediation techniques.

The Bionemo database can be accessed by researchers, environmental 
scientists, and practitioners who need information on the biodegradation 
pathways of organic compounds. Its use has contributed to the development 
of sustainable chemical management practices and has helped to lessen the 
environmental impact of carbon-based compounds. Overall, Bionemo is an 
important resource for the field of habitat science and plays a crucial role in 
advancing our acquaintance of the microbial biodegradation of carbon-based 
compounds in the atmosphere [44].

11.6.5 METACYC

MetaCyc is a comprehensive and up-to-date databank of biochemical 
pathways metabolic from all spheres of life and enzymes found in living 
organisms. It contains information on over 3,105 metabolic pathways, 
including pathways involved in energy generation, biosynthesis, degrada-
tion, and detoxification. Primary and secondary metabolic trails, in addition 
to related metabolites, processes, enzymes, and genes, are all included in the 
MetaCyc database. MetaCyc aims to compile a comprehensive catalogue of 
all known metabolic processes. It is regularly updated with new informa-
tion and is widely regarded as a reliable and authoritative source of data on 
biochemical pathways and enzymes. It is used by investigators in a massive 
fields, including biochemistry, genetics, and biotechnology. One of the key 
features of MetaCyc is its ability to utilize an enzyme database to support 
metabolic engineering and metabolomics research is aided by a metabolite 
database. This information can be used to identify potential drug targets, 
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develop new biocatalysts, and understand the metabolic processes involved 
in diseases [45].

MetaCyc is an imperative utensil for bioinformatics and computational 
biology. It is used to model and simulate metabolic pathways, predicts the 
effects of genetic mutations on metabolism, and design new metabolic engi-
neering strategies. Overall, MetaCyc is an essential resource for researchers 
and practitioners in the fields of biochemistry, genetics, and biotechnology. 
Its use has contributed to the development of new drugs, biocatalysts, and 
metabolic engineering strategies, and has advanced our understanding of 
biochemical pathways and bacteria in living organisms [46].

11.6.6 OXDBASE (BIODEGRADATIVE OXYGENASES DATABASE)

OxDBase is a comprehensive and up-to-date database that provides informa-
tion on biodegradative oxygenases. These are enzymes that play a crucial 
part in the dilapidation of an eclectic variety of organic compounds in the 
atmosphere. The database contains information on the structure, function, 
and substrate specificity of biodegradative oxygenases. It covers an exten-
sive choice of oxygenases, counting monooxygenases, dioxygenases, and 
peroxidases [47]. There are two distinct search engines, one for the mono-
oxygenases and the other for the dioxygenases directory. A single entry for 
a specific enzyme includes information about the enzyme’s general name, 
reaction, family, subfamily, structure, gene link, and literature reference. The 
records also include links to numerous additional databases, namely KEGG, 
ENZYME, BRENDA, and UM-BBD, which provide extensive additional 
information. Currently, the repository has information pertaining to more 
than 235 oxygenases.

One of the key features of OxDBase is its ability to provide information 
on the genes that encode biodegradative oxygenases. This information can be 
used to identify microorganisms that are skilled of breaking specific organic 
compounds and to design new bioremediation strategies. OxDBase is an 
important tool for ecological danger estimation and compound management. 
It is used to measure the possible ecological impression of organic molecules 
and to identify microorganisms that can be used in bioremediation processes. 
Overall, OxDBase is an essential resource for researchers and practitioners 
in the fields of environmental science, biotechnology, and pharmacology. Its 
use has contributed to the expansion of new bioremediation approaches, the 
identification of potential drug targets, and our understanding of the role of 
biodegradative oxygenases in the habitat.
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11.6.7 AROMADEG

The Aromatic Hydrocarbon Degradation Database (AHDD) is a novel, 
complete online resource that delivers data on the degradation of aromatic 
hydrocarbons by aerobic microorganisms. Aromatic hydrocarbons are a 
class of carbon-based molecules that contain one or more aromatic rings. 
The AHDD database contains information on the genes, enzymes, and 
metabolic paths involved in the degradation of an enormous variety of 
aromatic hydrocarbons, including pollutants and natural compounds [48]. 
AromaDeg enables inquiry and facts extraction of new metagenomic or 
metatranscriptomic, genomic groups of data and is founded on phylogenetic 
studies of the protein sequences of important catabolic protein groups and of 
enzymes with known functions. The database is regularly restructured with 
novel information and is widely regarded as a reliable and authoritative source 
of material on the microbial dilapidation of aromatic hydrocarbons. It is a 
valuable tool for environmental hazard valuation and compound management, 
which has been extensively used in the sphere of ecological science to assess 
the potential environmental impact of aromatic hydrocarbons and to identify 
microorganisms that can be used in bioremediation processes. The AHDD 
database can be accessed by researchers, environmental scientists, and 
practitioners who need information on the degradation pathways of aromatic 
hydrocarbons. Its use has contributed to the development of sustainable 
chemical management practices and has helped to reduce the environmental 
impact of aromatic hydrocarbons [49]. AromaDeg uses phylogenetic tree 
building and the amalgamation of experimental findings to produce greater 
accuracy interpretations of novel scientific information pertaining to aerobic 
aromatic breakdown routes, addressing the shortcomings of homology-based 
protein activity forecasting. Overall, the AHDD database is an vital resource 
for the arena of environmental discipline and plays a crucial role in advancing 
our knowledge of the contagious degradation of aromatic hydrocarbons in 
the environment.

11.7 APPLICATION OF AI IN CHEMICAL SCIENCES

Artificial intelligence (AI) has evolved into a necessary instrument in the 
discipline of chemical sciences, providing extraordinary forecasts for analysis 
and revolution. Artificial intelligence (AI) has become a necessary instrument 
in the field of chemical sciences, providing extraordinary prospects for study 
and development. AI has made tremendous progress in drug development, 
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synthesis of chemicals, design of materials, and process management through 
the integration of machine learning, large data analysis, and predictive 
modeling.

AI algorithms in drug discovery can evaluate massive volumes of 
chemical and biological data to identify possible drug targets and forecast 
the efficacy of novel drug candidates. This method allows researchers to 
speed up the drug development process while lowering the costs involved 
with clinical trials. By predicting reaction outcomes and adjusting reaction 
circumstances, AI may also optimize chemical reactions. This can result in 
considerable gains in process efficiency, as well as a reduction in waste and 
energy usage.

11.8 LIMITATIONS

Using AI technologies to predict biodegradation has its limits. The 
complexity of environmental factors that can affect biodegradability, the 
lack of measurement standardization, the variability of microbial popula-
tions, and the constrained application of AI models for predicting biode-
gradability are a few of the main limitations [50]. For AI-based models to 
predict biodegradation with greater precision and applicability, it is critical 
to address these limitations.

11.9 CONCLUSIONS

In conclusion, the prediction of biodegradation is a complex task that 
requires the analysis of various environmental factors and microbial interac-
tions. Predicting biodegradability can aid in the identification of dangerous 
substances and assist the creation of safer alternatives that are less persistent 
and toxic. AI techniques such as ML, ANN, fuzzy logic, genetic algorithms, 
and expert systems have shown great promise in predicting biodegradability 
and assessing the potential threats allied with the discharge of constituents 
into the habitat. The use of AI-based models for predicting biodegradation 
has several advantages over traditional methods, including the ability to 
analyze large datasets, handle complicated interactions, and make real-time 
forecasts. As AI tools/methods continue to develop, they are probable to 
show a progressively vital part in predicting biodegradation and ensuring the 
sustainability of our environment.
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CHAPTER 12

ABSTRACT

Predicting the outcomes of organic transformations is a vital and difficult 
undertaking in the field of molecular synthesis. The fusion of machine 
learning and chemical expertise presents a distinctive and potent approach for 
generating predictions in synthesis. This comprehensive analysis delves into 
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the most recent embedding techniques and model designs that facilitate the 
development of machine learning models capable of reliably predicting yield 
and selectivity in molecular synthesis. Recent advancements in the utiliza-
tion of machine learning (ML) techniques in chemistry have showcased the 
potential for data-driven forecasting of synthesis efficiency. The integration 
of digitization and ML modeling plays a pivotal role in fully harnessing 
experimental data’s potential and accurately predicting performance and 
selectivity. Multiple studies have emphasized the importance of integrating 
chemical knowledge into ML models, enhancing their capacity to make 
predictions that surpass human capabilities. This succinct analysis provides 
an overview of state-of-the-art techniques and model designs in forecasting 
synthetic presentations, with a focus on the effective integration of chemical 
knowledge into machine learning as of June 2022. By incorporating strate-
gies from organic synthesis and chemical information, our objective is to 
furnish chemists with a roadmap and inspiration for digitizing and automating 
organic chemistry principles. Chemists rely on their domain expertise to 
predict reaction efficiencies, considering factors such as reactant properties, 
molecular-level reaction mechanisms, optimal steps for rates and selectivity, 
and the quantum chemical basis of desired performance. This knowledge 
significantly enhances prediction accuracy, but remains a daunting task even 
for seasoned experts in synthesis and catalysis. Computational chemistry, 
which encompasses chemistry-based software, has yielded various applica-
tions, including chemical design, automated reaction synthesis, analysis of 
spectral data, and molecular docking.

12.1 INTRODUCTIONS

This subject delves into the range of knowledge-based prediction applica-
tions in the field of chemistry, with a specific focus on the utilization of 
artificial intelligence (AI) models. AI has gained recognition as a field 
within computer science that aims to develop software capable of intelligent 
computations akin to those performed by the human brain. It encompasses a 
range of methods, tools, and systems designed to simulate human knowledge 
acquisition, logical reasoning, and problem-solving abilities. The develop-
ment of AI can be broadly classified into two main types. The first category 
involves methods and systems that leverage human expertise and decision-
making rules, such as expert systems. The second category encompasses 
approaches that seek to replicate the functioning of the human brain, such as 
artificial neural networks (ANNs). Expert systems operate under the premise 
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that logical reasoning can be organized by gathering logical propositions 
and executing logical transformations on them. These systems offer distinct 
advantages in medical analysis and diagnostic problem-solving [1, 2], as they 
provide guidance for prediction and decision-making under various environ-
mental conditions. Machine learning algorithms are frequently utilized in 
computer-aided drug discovery [3–5]. The considerable attention in recent 
times due to its capacity to automatically extract features from input data 
and capture intricate input-output relationships [6, 7]. In the field of drug 
discovery, deep learning has experienced a renewed interest, leading to the 
emergence of innovative modeling methodologies and applications [8–12].

Over half a century ago, the QSAR/QSPR modeling field first emerged 
[13]. Its significant impact on drug discovery is evident from successful 
predictions of biological activity and considerations such as ADMET 
[14–17]. This discourse encompasses various subjects, including quantitative 
structure-activity and property relationships, structure-based modeling, also 
biochemical production calculation. Currently, there is an increasing focus 
on deep learning applications and the future potential of AI in drug discovery. 
AI has greatly propelled computer-assisted medicine detection. AI is actively 
utilized in fully automated synthesis planning within the field of chemistry, 
employing tools like LHASA for retrosynthetic planning and leveraging 
reaction templates and sub-molecular patterns to represent changes in atomic 
connectivity [18]. Additionally, the use of AI technology to enhance toxicity 
prediction models is an emerging concept, showing promise in achieving 
scientific consensus and facilitating practical applications.

12.2 OVERVIEWS OF POTENTIAL APPLICATIONS

The ANN approach is stimulated by the operative of the hominoid mind 
in processing data, making it distinct from traditional statistical methods. 
It offers promising modeling techniques, particularly for datasets with 
non-linear relationships commonly encountered in pharmaceutical 
advancements. Additionally, they can utilize multiple training algorithms. 
Artificial neural networks do not demand knowledge of the data source 
for model design, but they do require extensive training sets due to their 
approximate weights. Moreover, ANNs can integrate experimental and 
literature-based information to solve problems. The field of pharmaceutical 
research is experiencing growth in the utilization of ANNs [19–23]. In the 
medical field, monitoring collective networks through traditional reaction 
surface methodology (RSM) can be applied. Unconfirmed feature-removing 
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linkages provide an alternative to principal component analysis (PCA) 
by mapping input datasets onto a two-dimensional space. Non-adaptive 
web record datasets can restructure their patterns in the presence of noisy 
designs, enabling their application in pattern recognition tasks. The potential 
applications of ANN processes in pharmacological science are extensive, 
ranging from interpretation data collection (quality control in medicinal 
research), biological target identification (molecular targets), and dosage 
form optimization in developed processes, to in vivo correlation through 
biotechnology and clinical pharmacy. ANN, or Artificial Neural Network, is 
utilized for pattern recognition and analysis of analytical data, optimization 
of pharmaceutical production, quantitative structure-property relationship 
(QSPR) and pharmacokinetics, protein structure and function prediction, and 
molecular modeling. Artificial intelligence is also employed in molecular 
model-based and ligand-based virtual screening, physicochemical and 
ADMET property estimation, as well as drug replication. It is used in 
automated synthesis planning, retrosynthesis, and molecular simulations. 
The impact of minor particles on the action of therapeutic proteins, the 
identification of radiographic images related to diseases, although the 
success rates may vary [24]. Neural networks in machine learning provide an 
optimal approach for biomedical and biological research due to their ability 
to process large datasets. In biomedical applications, artificial intelligence 
and computer-based modeling are essential for drawing conclusions and 
gaining insights beyond human capabilities.

Currently, the rapid generation of biomedical datasets using high-speed 
data throughput technologies has opened up opportunities to revolutionize 
biotechnology and pharmacy through the use of device education. Drug 
toxicity refers to harmful effects on living organisms, such as cells, caused 
by the actions or metabolic processes of certain compounds [25].

12.3 THE REVIEW EXAMINES THE USE OF MOLECULAR 
EMBEDDING TECHNIQUES AND THEIR APPLICATIONS IN 
PREDICTING REACTION PERFORMANCE

It explores the advancements made by deep learning methods in chemin-
formatics, surpassing traditional approaches in various aspects. Figure 12.1 
visually represents these concepts. Furthermore, the chapter emphasizes the 
existing limits of (AI) in one-to-one of these fields then speculates on its poten-
tial impact on the future of computer-aided medicinal innovation [26, 27].
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FIGURE 12.1  Illustrates the shift from conventional to modern techniques.

12.4 THE APPLICATION OF ARTIFICIAL INTELLIGENCE (AI) HAS 
GREATLY ENHANCED STRUCTURE-BASED VIRTUAL SCREENING 
(SBVS)

Leading to significant improvements in optimizing the hit detection work-
flow. By leveraging the powerful learning and generalization capabilities of 
AI methods, the effectiveness and probability of high-throughput screening 
(HTS) have been increased, while also reducing costs [28, 29]. Within the 
virtual screening pipeline, AI has played a crucial role in various aspects. 
Structure-based virtual screening (SBVS) encompasses the utilization of 
structural data derived from the binding between ligands and targets to 
effectively identify and rank potential ligands from the vast pool of available 
chemical compounds. The application of molecular docking methodologies 
in SBVS has been extensively employed since the 1980s [30].
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While initial studies faced computational limitations with fully flexible 
ligands and a restricted set of targets, advancements in hardware have made 
this methodology more accessible and widely applicable [31]. The initial 
stage of docking involves positioning molecules from a library onto the 
target’s binding site, considering their steric and physiochemical properties. 
Subsequently, a scoring function is utilized to evaluate the generated binding 
poses and predict the energetic interaction between the target and the 
ligand. The selection of an appropriate scoring method has been a subject 
of extensive discussion. Traditional approaches have relied on experimental 
methods utilizing drive models or practical characteristics for pose 
calculation. However, recent advancements have focused on knowledge-
based data mining [32]. After the counting step, a post-processing stage is 
conducted to rank candidate results. Several docking software options now 
provide vigorous and precise sample procedures for pose grouping, such as 
matching algorithms [33] that map ligands to the target’s active site based 
on molecular size, as well as the Incremental Construction Algorithm [34].

The active site of the ligand was accurately positioned using a system-
atic approach that incorporated multiple techniques. Random conformation 
changes, facilitated by Monte Carlo (MC) algorithms [35], were employed to 
generate various poses, while the molecular dynamics (MD) algorithm [36] 
facilitated the movement of individual atoms within the goal in the presence of 
surrounding atoms. In the field of structure bases virtual broadcast aided by AI. 
A notable application involved the development of exact goal counting model 
known as SVM-SP [37]. This model utilized mechanical ligand docking [38] 
to create protein-ligand complexes, and SVMGen [39], the scoring model 
derived from numerical pairwise possibilities of these docked pairs, formed 
an overall scoring function. Furthermore, a successful SBVS approach called 
MIEC-SVM [40], which effectively differentiates amongst vigorous and slug-
gish particles, have demonstrated promising performance in various reflective 
computer-generated educations [41, 42]. The education conducted by Sun et 
al. [43] focused on optimizing the construction of the MIEC-SVM model.

Extensive research has been conducted on the practicality of Support 
Vector Machine (SVM) methods in post-docking analysis. Leong and 
colleagues [44] proposed a collaborative docking scheme that utilizes a 
combinatorial approach to choice required positions plus determine the 
required empathy. Similarly, Yan et al. [45] presented PLEIC-SVM, a 
post-docking classification method that employs thumbprint to represent 
observed interactions in each complex. Furthermore, Rodri Gez-Perez et al. 
[46] developed SVM-based workflows that integrate the powers and limits 
of both constructions based practical broadcast techniques. The scientist Xie 
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and coworkers [47] joint SVM to classify potential inhibitors of c-Met tyro-
sine kinase from vast compound library. Meslamani et al. [48] successfully 
applied RF-Score296 in various structure-based virtual screening (SBVS) 
applications. They evaluated the performance of RF-Score against different 
targets and created RF-Score-VS, a practical scoring function trained on a 
comprehensive collection of enhanced decoy data [49]. To assess the quality 
of the model, a stratified 5-fold cross-validation approach was employed 
(Figure 12.2). The results indicated that the top 1% of compounds ranked 
by RFScore-VS achieved a virtual hit rate of 56%, while the best traditional 
scoring function yielded only 16% hits. These findings illustrate the signifi-
cant improvement in virtual screening performance achievable through the 
utilization of machine learning techniques.

FIGURE 12.2  A summary of the quality valuation approach [49].

Source: Reprinted from Ref.[49]. https://creativecommons.org/licenses/by/4.0/

An artificial neural network (ANN), also known as a connectionist 
model, is a computational framework comprising synthetic number of 
known as Processing Elements (PE) [50, 51]. These PEs process informa-
tion by adjusting weighted inputs, employing transmission functions, and 
generating outputs. ANNs simulate the information processing abilities of 
the human brain, acquiring knowledge by identifying patterns and relation-
ships in data rather than relying on explicit programming. They learn and 
enhance their performance through experience and training. While ANNs 

https://creativecommons.org/licenses/by/4.0/
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are capable of handling vast amounts of data and occasionally provide highly 
accurate predictions, they do not exhibit human-like intelligence. Therefore, 
it may be more appropriate to describe them as computer intellect rather than 
intelligence in the traditional sense (Figure 12.3).

FIGURE 12.3  Model of an artificial neuron.

12.4.1 MACHINE KNOWLEDGE

Machine Knowledge involves a broad range of techniques used to extract 
meaningful insights from data without explicit programming. To illustrate, 
in computer vision, an image can be used as input, and the desired outcome 
is incline of identified matters. The model’s performance is evaluated using 
a damage purpose, which measures the deviation from the desired outcome. 
A model with improperly set parameters will produce numerous errors 
and exhibit high training error. However, an effective training process will 
optimize these parameters to minimize errors and align predictions with the 
training labels. Once the training phase is finished, the model cab be deployed 
to handle novel contribution scenarios. Learning methods are characterized 
by their ability to learn mathematical.

12.4.2 APPLICATIONS OF QSAR MODELING IN MEDICINE DISCOVERY

The process of drug detection comprises two primary elements: goal 
documentation and the identification of mixtures that exhibit desired on the 
goal effects while minimizing off-goal things. While deep neural networks 
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(DNNs) analyzing molecular effects can aid in target identification, our focus 
lies on the prediction of the biological activity of potential drugs towards a 
specific target. However, QSAR modeling encounters a significant challenge 
due to the complex structural nature of proteins, which exceeds that of small 
molecules. The estimate of a proteins tertiary construction solely based on it 
is polypeptide order remainders an unexplained problematic. Current deep 
learning efforts in protein structure calculation primarily concentrate on the 
prediction of secondary structure using persistent neural networks [52, 53], 
as predicting tertiary structure solely from sequence is currently not feasible. 
To address this complexity, one approach is to utilize ligand-based models 
that solely consider small molecules and do not involve protein modeling. 
These descriptors contain information about the quantity and arrangement of 
atom and various function group in the molecule. Alternatively, molecular 
descriptors can be derived mechanically from biochemical structures 
consuming models such as autoencoders [54] or dynamically learned using 
specific neural network architectures [55, 56].

A modified method utilizes a deep learning framework that incorporates 
multi-task learning to train a unified model for diverse proteins. The team 
achieved success by employing a combination of single-task and multi-task 
deep neural networks (Figure 12.4) [57, 58]. Building upon this multi-task 
strategy, the authors further expanded it to encompass more than 200 targets, 
demonstrating continuous progress without reaching saturation, even as 
additional targets and tasks were included. However, together one and 

FIGURE 12.4  The emergence and impact, highlights, remarkable surge in bio-medicinal 
data through the example of genomic sequence data (measured in giga bases) across different 
assays (it is important to note the utilization of a logarithmic scale, lastly, subsection).
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multiple task ligand bases model suffer from a significant limitation—they 
are unable to accurately predict proteins that were not included in the training 
set, as these models do not explicitly represent proteins [59]. Consequently, 
this creates a disadvantage for proteins that require precise predictions since 
they have limited available data. To overcome this challenge, a promising 
approach has emerged that incorporates three-dimensional convolutional 
networks to directly model protein structure, alongside small molecule struc-
ture. This empowers deep neural networks to make generalizable predictions 
for entirely new proteins, without relying solely on experimental biological 
activity data [60].

12.5 RESULT AND DISCUSSION

With substantial investments of time and capital, coupled with technological 
advancements, it is expected that the aforementioned obstacles can be 
overcome in the near future. Consequently, various factors that have 
hindered drug discovery endeavors for the past five decades are likely to 
undergo further advancements soon. The prospects for utilizing AI in 
repurposing drugs show significant promise. Given the exorbitant costs and 
high failure rates associated by unique, chemically inventive drug research 
and improvement, exploring new applications for current medicines can 
recover the danger outline and provide opportunities for abandoned healing 
categories. Historically, medical reproducibility has relied on practical 
approaches grounded in clinical observations. This abundance offers an 
opportunity to adopt a groundbreaking approach that integrates these 
diverse data sources into a more cohesive and nonstop stream of income and 
pharmacological visions. Existing computational high-throughput methods 
face similar challenges to their experimental counterparts, including high rates 
of false positives and an imbalance between helpful and bad information. In 
the coming years, it is expected that virtual screening technologies utilizing 
deep learning will emerge, either as replacements or complements to 
traditional screening methods, thereby improving the efficiency and success 
rates of the screening process. Currently, lead optimization represents 
one of the most complex and multifaceted stages in drug development, 
traditionally relying on the expertise and ruling of therapeutic chemist. Key 
challenges revolve around defining the characteristics of an effective drug, 
promoting favorable ADMET possessions, and instantaneously optimizing 
these possessions alongside desirable on-target activity. It is crucial to 
acknowledge the interdependence and equal importance of these factors. By 
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harnessing the power of AI, we can strive to optimize all these parameters 
concurrently, refining our QSAR model and facilitating faster identification 
of safe compounds for synthesis. Ongoing research actively supports the 
development of automated synthesis methods.

12.6 CONCLUSION

AI has showcased its potential in various domains of drug discovery. 
Although it is not a panacea, it should be embraced as a supportive tool for 
experts in their respective parts and specialisms during the medicine growth. 
The implementation of AI in exact sectors within the business is still in its 
early stages. We shouldn’t expect overnight revolutionary transformations 
due to the cautious and gradual nature of the drug discovery process, which 
prioritizes risk management and accountable development of innovative 
scientific approaches for the benefit of patients and shareholders. Never-
theless, by integrating these mindsets, there is a significant opportunity to 
enhance efficiency in certain aspects of drug discovery. This integration 
enables researchers to allocate their time and attention to different challenges 
by assigning routine tasks to a combination of AI and automation. Addition-
ally, AI can offer valuable visions to experienced researchers based on its 
extensive “experiential recall,” providing a fundamentally new approach. 
However, the introduction of these innovations will inevitably face obstacles 
and duplicated efforts. Despite these challenges, there is no doubt that AI will 
drive changes in some drug innovation processes, promoting the exploration 
and advancement of new drugs.
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CHAPTER 13

ABSTRACT

Fault diagnosis is an essential aspect of process plant management, and it 
is critical to detect and diagnose faults accurately and promptly to prevent 
downtime and reduce the risk of accidents. Artificial Intelligence (AI) 
techniques, such as machine learning and deep learning, have shown great 
potential in fault diagnosis for chemical process plants. This chapter presents 
an overview of the use of AI in fault diagnosis for chemical process plants. 
The first part of the chapter discusses the importance of fault diagnosis 
in chemical process plants, the challenges associated with traditional 
fault diagnosis methods and role of AI in improving fault diagnosis. The 
second part of the chapter provides an overview of AI techniques, including 
machine learning and deep learning, comparison of AI techniques with 
traditional fault diagnosis methods and their Advantages and limitations in 
fault diagnosis. The third part of the chapter describes a case study of fault 
diagnosis using AI for a chemical process plant. The study demonstrates how 
a combination of machine learning algorithms, such as random forest and 
support vector machine, and deep learning techniques, such as convolutional 
neural networks and long short-term memory, can be used to diagnose 
faults accurately and promptly. The results show that the AI-based approach 
achieved a high accuracy rate of fault diagnosis and reduced the downtime of 
the process plant. The final part of the chapter discusses the potential benefits 
and limitations of using AI for fault diagnosis in chemical process plants. 
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The chapter concludes that AI-based fault diagnosis has great potential in 
improving the efficiency and reliability of chemical process plants, but 
its success depends on the quality and quantity of data collected and the 
accuracy of the AI model. Continuous monitoring and updating of the AI 
model is necessary to ensure its effectiveness.

13.1 INTRODUCTION

Condition-based maintenance (CBM) is a maintenance strategy that focuses 
on monitoring the actual condition of equipment or assets to determine when 
maintenance activities should be performed [1]. Rather than relying on fixed 
schedules or time-based maintenance, CBM uses real-time data and various 
monitoring techniques to identify the optimal time for maintenance. The 
benefits of condition-based maintenance include increased equipment uptime, 
reduced maintenance costs, improved safety, and extended equipment life. 
By detecting issues in advance and intervening only when necessary, CBM 
allows organizations to allocate maintenance resources more efficiently and 
minimize disruptions to operations [2].

Fault detection, fault diagnosis, and fault prognosis are key components 
of condition-based maintenance (CBM) that aid in identifying and addressing 
potential issues with equipment or assets. Fault detection involves the 
process of identifying deviations or anomalies from normal operating condi-
tions. Once a fault is detected, fault diagnosis is performed to determine the 
underlying cause of the deviation. Prognosis is the process of estimating 
the remaining useful life (RUL) or the time to failure of the equipment. 
The combination of fault detection, diagnosis, and prognosis enables CBM 
systems to provide timely and accurate information about the health and 
condition of equipment [3]. This allows maintenance teams to take proac-
tive measures, such as scheduling maintenance actions in advance, ordering 
necessary spare parts, and allocating resources efficiently.

Advanced technologies, such as Machine Learning, Artificial Intel-
ligence (AI), and Data Analytics, play a crucial role in fault detection, 
diagnosis, and prognosis in CBM. These technologies enable the automated 
analysis of large volumes of data, the identification of complex patterns, 
and the development of predictive models. As a result, CBM systems 
can continuously learn and improve their fault detection, diagnosis, and 
prognosis capabilities over time, leading to more accurate and reliable 
maintenance decisions.
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13.1.1 IMPORTANCE OF FAULT DIAGNOSIS IN CHEMICAL PROCESS 
PLANTS

Fault diagnosis shows an important role in chemical process plants as it helps 
identify and resolve problems that can effect the safety, efficiency, and produc-
tivity of the plant. Faults in chemical process plants can lead to hazardous 
situations, such as leaks, equipment failures, or process deviations. Fault 
diagnosis helps in identifying potential safety hazards and allows for timely 
interventions to mitigate risks. Fault diagnosis helps identify deviations from 
normal operating conditions and allows for prompt corrective actions. Early 
fault detection allows plant operators to take the necessary precautions to 
safeguard workers, prevent accidents, and guarantee that safety requirements 
are being followed. By addressing faults, operators can optimize process 
parameters, improve efficiency, and minimize waste or resource consump-
tion, leading to cost savings and improved overall plant performance [4]. 
Maintenance teams are able to minimize the impact on production continuity 
and prevent expensive downtime by identifying faults and foreseeing failures. 
This allows them to arrange repairs or replacements during planned shutdowns 
or maintenance windows. Fault diagnosis relies on data analysis techniques, 
including statistical analysis, pattern recognition, and machine learning algo-
rithms. These techniques enable plant operators to make informed decisions 
based on real-time and historical data. By leveraging data-driven insights, 
operators can identify recurring patterns, trends, or correlations that contribute 
to faults and use this knowledge to optimize operations, improve maintenance 
strategies, and enhance overall plant performance [5].

Fault diagnosis in chemical process plants is essential for maintaining 
safe and efficient operations. It allows for proactive maintenance, reduces 
downtime, optimizes resource utilization, and supports data-driven decision 
making. By investing in robust fault diagnosis systems and practices, 
chemical process plants can enhance safety, productivity, and profitability 
while minimizing risks and operational disruptions [6].

13.1.2 CHALLENGES ASSOCIATED WITH TRADITIONAL FAULT 
DIAGNOSIS METHODS

Traditional fault diagnosis methods in chemical process plants often face 
several challenges that can hinder their effectiveness. These methods rely 
on a limited number of sensors to collect data from the process equipment. 
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This limited sensor coverage may not capture all the relevant parameters or 
provide a comprehensive understanding of the equipment’s behavior. As a 
result, certain faults or anomalies may go undetected, leading to incomplete 
or inaccurate fault diagnosis [7].

These methods often involve manual analysis of collected data by human 
experts. This manual process is time-consuming, subjective, and prone 
to human error. It requires extensive domain knowledge and expertise to 
identify patterns, correlations, and fault signatures from the data. Manual 
analysis becomes increasingly challenging with the growing complexity and 
volume of data generated by modern process plants. Some traditional fault 
diagnosis methods rely on periodic or offline data collection and analysis. 
This delayed approach to fault diagnosis means that faults or deviations may 
not be detected in real-time. By the time a fault is diagnosed, it may have 
already caused significant damage or disruption to the process. Real-time 
monitoring is crucial for proactive fault detection and timely intervention [8].

Chemical process plants generate large volumes of multivariate data 
from various sensors and equipment. Traditional fault diagnosis methods 
may struggle to effectively handle and analyze such complex and high-
dimensional data. The interdependencies and interactions among different 
variables can be challenging to capture and interpret using conventional 
techniques, limiting the accuracy and reliability of fault diagnosis [9].

These methods often focus solely on data analysis without considering 
the broader contextual information surrounding the process plant. Factors 
such as operating conditions, environmental conditions, and historical data 
may provide valuable insights for fault diagnosis [10]. Ignoring this contex-
tual information can result in false positives or false negatives during fault 
diagnosis.

Traditional fault diagnosis methods are often designed for specific equip-
ment or process configurations. Adapting these methods to new equipment 
or process variations can be time-consuming and resource-intensive. Addi-
tionally, traditional methods may struggle to scale up to handle large-scale 
process plants with multiple interconnected systems and complex process 
dynamics [11].

There is a growing trend towards leveraging advanced technologies such 
as machine learning, data analytics, and real-time monitoring systems for 
fault diagnosis in chemical process plants. These technologies can address 
the limitations of traditional methods by enabling automated data analysis, 
handling complex multivariate data, providing real-time insights, and 
incorporating contextual information for more accurate and efficient fault 
diagnosis.
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13.1.3 ROLE OF ARTIFICIAL INTELLIGENCE IN IMPROVING FAULT 
DIAGNOSIS

AI has emerged as a powerful tool for improving fault diagnosis in various 
industries, including chemical process plants. AI techniques, such as machine 
learning, data analytics, and expert systems, can significantly enhance 
fault diagnosis capabilities. AI algorithms can analyze large volumes of 
data generated by sensors and process equipment in real-time. Machine 
learning techniques, such as anomaly detection and pattern recognition, can 
automatically identify abnormal behavior or fault signatures without relying 
on predefined rules or thresholds. This automated data analysis enables early 
fault detection, reducing the time and effort required for manual analysis [12].

AI techniques excel in handling complex and high-dimensional multi-
variate data. They can capture complex relationships and interdependencies 
among different variables in the process plant, facilitating more accurate 
fault diagnosis. AI models can detect subtle correlations and interactions 
that traditional methods may overlook, improving the understanding of fault 
propagation and root causes [13].

AI-based fault diagnosis can incorporate predictive maintenance capabili-
ties. By analyzing historical data, sensor trends, and equipment degradation 
patterns, AI models can predict the remaining useful life (RUL) of critical 
components or equipment. This enables proactive maintenance planning, 
scheduling repairs or replacements before failures occur, minimizing down-
time, and optimizing maintenance resources [14].

AI algorithms can learn from historical data and identify fault patterns 
that are indicative of specific issues. These patterns can be complex and 
nonlinear, making them challenging for traditional methods to detect. 
AI-based fault diagnosis can recognize recurring patterns and associate them 
with known fault types, aiding in accurate diagnosis and reducing false posi-
tives or false negatives [15].

AI models can integrate contextual information, such as operating 
conditions, environmental factors, and maintenance history, into the fault 
diagnosis process. This contextual understanding helps in generating more 
accurate diagnoses by considering the broader context of the process plant. 
For example, AI models can identify how variations in operating conditions 
impact fault behavior or assess the impact of external factors on equipment 
performance.

AI-based fault diagnosis systems can continuously learn and improve over 
time. They can adapt to changing process conditions, equipment variations, 
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and evolving fault patterns. By incorporating feedback from maintenance 
actions and outcomes, AI models can refine their fault diagnosis capabilities, 
enhancing accuracy and reliability [16].

AI plays a pivotal role in improving fault diagnosis by enabling 
automated data analysis, handling complex multivariate data, predicting 
failures, recognizing fault patterns, considering contextual information, 
and continuously learning from feedback. By leveraging AI techniques, 
chemical process plants can enhance their fault diagnosis capabilities, 
reduce downtime, improve safety, and optimize maintenance strategies.

13.2 ARTIFICIAL INTELLIGENCE TECHNIQUES FOR FAULT 
DIAGNOSIS IN CHEMICAL PROCESS PLANTS

AI techniques offer a range of powerful tools for fault diagnosis in chemical 
process plants. AI techniques can be complemented with data preprocessing, 
feature selection, and optimization techniques to further enhance fault 
diagnosis performance. The selection of the appropriate AI technique depends 
on the specific requirements of the chemical process plant, the available 
data, and the nature of the faults to be diagnosed. It is essential to have a 
well-curated dataset and appropriate training and validation procedures to 
develop accurate and reliable fault diagnosis models (FDMs).

13.2.1 OVERVIEW OF AI TECHNIQUES

AI techniques can be applied to various stages of fault diagnosis, including 
fault detection, fault classification, and prognosis. They require historical 
data, sensor measurements, and equipment information to train and develop 
accurate models. Data preprocessing, feature selection, and model optimiza-
tion techniques are often used to improve the performance of AI-based fault 
diagnosis systems.

Machine Learning algorithms learn patterns from historical data to make 
predictions or identify anomalies. Supervised learning algorithms can classify 
faults based on labeled data, while unsupervised learning algorithms can 
detect anomalies and deviations from normal behavior. Machine Learning 
techniques such as decision trees, support vector machines, and random 
forests are commonly applied for fault diagnosis in chemical process plants.

Artificial Neural Networks are inspired by the structure and functioning 
of the human brain. They consist of interconnected nodes or “neurons” that 
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process and propagate information. ANNs can learn complex patterns in 
data and are effective for fault diagnosis tasks. They can detect anomalies, 
classify faults, and predict equipment failures by learning from historical 
data. Expert systems combine human expertise with rule-based reasoning to 
diagnose faults. They consist of a knowledge base that stores rules and an 
inference engine that applies these rules to analyze data and make diagnoses. 
Expert systems can incorporate domain knowledge, process rules, and fault 
signatures to provide accurate diagnoses and recommend appropriate actions. 
Deep learning is a subset of machine learning that utilizes deep neural 
networks with multiple layers to learn intricate patterns and representations. 
Techniques such as Convolutional Neural Networks and Recurrent Neural 
Networks can be applied for fault diagnosis in chemical process plants. Deep 
learning models excel in processing large volumes of data and can automati-
cally extract relevant features, aiding in fault detection, classification, and 
prognosis.

Ensemble methods combine multiple AI models to improve fault diagnosis 
accuracy. By aggregating the predictions of individual models, ensemble 
methods can make collective decisions and reduce the risk of overfitting. 
Techniques such as random forests, gradient boosting, and stacking can be 
employed as ensemble methods for fault diagnosis, incorporating diverse 
perspectives and improving overall performance.

13.2.2 COMPARISON OF TRADITIONAL AND ARTIFICIAL 
INTELLIGENCE-BASED FAULT DIAGNOSIS METHODS

AI-based fault diagnosis methods offer superior accuracy, real-time 
monitoring, predictive maintenance, adaptability, and continuous learning 
capabilities compared to traditional methods. Comparison of AI-based 
fault diagnosis methods and traditional methods in the chemical industry 
presented in Table 13.1.

13.3 CASE STUDY OF AI-BASED FAULT DIAGNOSIS METHODS IN 
CHEMICAL PROCESS PLANT

Examples of how AI-based fault diagnostic techniques were applied in a 
chemical processing facility to enhance problem detection and maintenance 
procedures are discussed in this section. The case study demonstrates the 
benefits and effectiveness of AI techniques in a real-world industrial setting.
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TABLE 13.1  Comparison of AI-based Fault Diagnosis Methods and Traditional Methods in the Chemical Industry

Criteria AI-based Fault Diagnosis Methods Traditional Methods
Accuracy and reliability Provide accurate and reliable fault detection and diagnosis 

based on data analysis.
Reliance on manual analysis or predefined rules, 
may be less accurate and reliable.

Real-time monitoring and 
early detection

Enable real-time monitoring and early detection of faults. Delayed fault detection due to manual inspections 
or periodic monitoring.

Handling complex data Effective at analyzing complex and high-dimensional data, 
capturing intricate relationships and interactions.

May struggle to handle complex data sets and 
capture underlying relationships.

Predictive maintenance 
and prognostics

Integrate predictive maintenance capabilities, predict 
remaining useful life (RUL) of equipment.

Focus on reactive or preventive maintenance 
without considering specific equipment conditions.

Adaptability and 
scalability

Adaptable and scalable to different equipment configurations 
and process variations.

May require extensive customization and struggle 
to scale up or adapt to new systems.

Continuous learning and 
improvement

Can continuously learn and update models based on new data, 
allowing for ongoing optimization.

Reliance on static rules or heuristics without easy 
updates or refinements.

Integration of contextual 
information

Ability to incorporate contextual information, such as operating 
conditions and maintenance history, into fault diagnosis.

May overlook or underutilize contextual 
information in the diagnosis process.



Fault Diagnosis of Chemical Process Plant	 345

13.3.1 MACHINE LEARNING-BASED FAULT DIAGNOSIS

FDM based on an optimized long short-term memory network (LSTMN) 
is suggested in Ref. [17]. The link to shaping the ideal number of hidden 
layer nodes using a repetitive technique based on the LSTMN is improved 
because the number of hidden layer nodes in the LSTMN greatly influences 
the diagnosis outcome. To increase the accuracy of diagnosing chemical 
method faults, the LSTMN is then optimized. The findings of the simulation 
testing of the Tennessee Eastman (TE) chemical process confirm that 
the optimized LSTM network outperforms the BP neural network, the 
multi-layer perceptron approach, as well as the unique LSTMN in terms 
of performance in identifying chemical process faults. From the recurrent 
neural network (RNN), the LSTM neural network was created. A neural 
network called the RNN is utilized to process the sequence data. When 
RNN is learning, the concept of time is incorporated, unlike the regular 
ANN. The hidden layer and the output layer of conventional neural 
networks, such back propagation neural networks, are fully connected, but 
the hidden layer’s neurons are not. The neurons in the hidden layer of the 
RNN have a feedback mechanism, creating a closed-loop structure in the 
layer. In order to realize the transmission of information before and after, 
it can be stretched, forming a time series. The RNN’s structural layout is 
shown in Figure 13.1.

In the single FDMs, the testing data’s normal and fault data are distrib-
uted at random. The testing data is categorized and diagnosed after the fault 
diagnostic model has been trained, and the diagnosis information is then 
generated.

FIGURE 13.1  RNN’s structural layout.
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The starting settings for the experiment’s model’s parameters are input 
size 41, output size 1, batch size 6, and time step 1. The model is trained by 
iterating until the least diagnostic mistake is found, and then the testing data 
is forecasted.

The viability of the model for multi-fault diagnosis of the chemical 
process is examined based on the aforementioned single fault diagnosis 
experiment. Setting Fault 6 and Fault 8 as inputs to the TE process simulation 
produced training data and test data. Similar to the single-fault experimental 
technique, the testing data is set as the model’s input after training to produce 
a fault diagnosis result.

The fault diagnostic model shows outstanding performance when 
compared to the original LSTMN, the BPNN approach, and the multi-layer 
perceptron method in the fault diagnosis of chemical processes. Meanwhile, 
the outcome of the TE chemical process’ simulation experiment confirms 
that the optimized LSTMN has a beneficial impact on both single-fault and 
multiple fault detection.

13.3.2 DEEP LEARNING-BASED FAULT DIAGNOSIS

Due to its efficiency in processing the highly nonlinear and strongly 
correlated industrial process data, deep learning networks have lately 
been used for FDMs. With layer-wise feature compression in conventional 
deep networks, the valuable information in the raw input can be filtered. 
This won’t help with the later fault classification fine-tuning phase. The 
extended deep belief network (EDBN), which combines the raw data with 
hidden features as inputs to each extended restricted Boltzmann machine 
(ERBM) during the pre-training phase, is offered as a solution to this issue. 
The dynamic properties of process data are then taken into account while 
building a dynamic EDBN-based fault classifier. Finally, the Tennessee 
Eastman (TE) methodology for fault classification is used to evaluate the 
performance of the suggested method [18].

According to the information bottleneck theory, there would be less and 
less information that is significant between the extracted deep features and the 
raw data as the number of neural network layers rises. Therefore, numerous 
valuable information in the raw data may typically be lost in high layers 
during the layer-wise compression process used by the majority of existing 
deep networks. An extended deep belief network (EDBN) is suggested as a 
solution to this issue in order to adequately capture the important information 
in the raw data, which is stacked by numerous ERBMs. The raw input data 
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can take part in the entire compression process by being used as extra inputs 
to the visible layer of each ERBM for pre-training. As a result, the recovered 
deep features have a close relationship to the original data, where any poten-
tially relevant information has been completely withheld. When compared 
to current techniques, EDBN can repeatedly extract useful information from 
raw data and can offer deep compressed representations that are highly 
connected with the original data. Additionally, for classification tasks, EDBN 
can obtain improved accuracy and a reduced false positive rate. Figure 13.2 
illustrates the EDBN structure. The average rate of fault diagnosis with the 
EDBN model is 94.31%, up 0.42% from the DBN. Therefore, compared to 
the original DBN, EDBN can excerpt extra useful characteristics from raw 
data for subsequent fault classification performance, showing tremendous 
promise for defect diagnosis in chemical processes.

FIGURE 13.2  Extended deep belief network structure.

13.3.3 INTEGRATION OF MACHINE LEARNING AND DEEP LEARNING 
TECHNIQUES FOR FAULT DIAGNOSIS

Integrating machine learning and deep learning techniques offers a data-
driven approach to fault diagnosis, enabling accurate and automated iden-
tification of faults. The integration of machine learning and deep learning 
techniques allows for a hybrid approach to fault diagnosis in the chemical 
process industry.
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This integration combines the strengths of both techniques, leveraging 
the interpretability of machine learning algorithms and the ability of deep 
learning models to handle complex patterns and high-dimensional data.

Deep expert systems and neural networks, two fundamentally dissimilar 
AI approaches, are combined in the operator advisory system in Ref. 
[19]. As a first level filter, a diagnostic method based on the hierarchical 
application of neural networks is utilized to identify defects frequently 
found in chemical processing plants. The deep knowledge expert system 
examines the data and validates the diagnosis or suggests alternate remedies 
after the neural networks have localized the flaws inside the process. The 
object-oriented knowledge base of the model-based expert system includes 
information about the structure and operation of the plant. The diagnostic 
approach may deal with many defects, noisy process sensor readings, and 
unique or previously unrecognized faults. An example of the operator advi-
sory system is presented utilizing a multi-column distillation facility.

The designed diagnostic system demonstrated effective diagnostic perfor-
mance in a range of situations, including the presence of unique problems 
and sensor noise.

13.4 ADVANTAGES AND LIMITATIONS OF AI-BASED FAULT 
DIAGNOSIS IN THE CHEMICAL INDUSTRY

13.4.1 ADVANTAGES

AI-based fault diagnosis methods, the chemical industry can benefit from 
increased operational efficiency, reduced downtime, optimized maintenance 
strategies, improved safety, and enhanced overall plant performance. These 
advantages contribute to cost savings, improved product quality, and increased 
competitiveness in the market.

1.	 Improved Accuracy: AI techniques, such as machine learning and 
deep learning, can analyze large volumes of data and identify complex 
patterns. This results in more accurate fault detection and diagnosis 
compared to traditional methods, which may rely on manual analysis 
or predefined rules.

2.	 Real-Time Monitoring: AI-based fault diagnosis methods enable 
real-time monitoring of process data. They can continuously analyze 
data and detect anomalies or deviations from normal behavior 
promptly. This allows for immediate action and reduces the risk of 
prolonged faults or operational disruptions.
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3.	 Early Fault Detection: AI techniques can detect faults at an early 
stage, even before they escalate into major issues. By identifying 
subtle anomalies or deviations in process data, AI-based methods can 
provide early warning signals, allowing operators to take preventive 
measures and avoid equipment failures or costly downtime.

4.	 Predictive Maintenance: AI-based fault diagnosis methods incor-
porate predictive maintenance capabilities. By analyzing historical 
data and equipment degradation patterns, these methods can predict 
the remaining useful life (RUL) of critical components or equipment. 
This enables proactive maintenance planning, reduces unplanned 
downtime, and optimizes maintenance resources.

5.	 Handling Complex Data: The chemical industry generates vast 
amounts of complex and high-dimensional data from sensors, instru-
ments, and control systems. AI techniques, such as neural networks 
and deep learning, excel at handling such data and can capture intri-
cate relationships and dependencies among variables. This enhances 
the accuracy of fault diagnosis in complex chemical processes.

6.	 Adaptability and Scalability: AI-based fault diagnosis methods are 
adaptable and scalable to different equipment configurations, process 
variations, and operating conditions. They can be trained on specific 
datasets and then applied to similar systems, making them applicable 
to a wide range of chemical process plants. This flexibility allows for 
broader utilization and transferability of FDMs.

7.	 Continuous Learning and Improvement: AI-based methods have 
the ability to continuously learn and improve over time. They can 
update their models based on new data and feedback, allowing for 
ongoing optimization and enhanced fault diagnosis performance. 
This adaptability ensures that the fault diagnosis methods remain 
effective as process conditions change or new fault patterns emerge.

13.4.2 LIMITATIONS AND CHALLENGES

While AI-based fault diagnosis methods offer numerous advantages in the 
chemical industry, it is important to consider their limitations. Some of the 
key limitations and challenges include:

1.	 Data Availability and Quality: AI models heavily rely on high-
quality and relevant data for training and inference. However, 
obtaining comprehensive and reliable data in the chemical industry 
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can be challenging. Limited or incomplete data, sensor failures, and 
data inconsistencies can impact the performance of AI models and 
hinder accurate fault diagnosis.

2.	 Need for Labeled Training Data: Supervised machine learning 
techniques require labeled training data, where faults are identified 
and labeled. Collecting a diverse and representative dataset with 
labeled fault instances can be time-consuming and costly. The avail-
ability of labeled data for rare or complex faults may be particularly 
limited, leading to challenges in training accurate models.

3.	 Model Interpretability: Deep learning models, such as neural 
networks, are often considered black boxes, making it difficult to 
interpret the reasoning behind their predictions. In the chemical 
industry, where explainability is crucial for decision-making and 
troubleshooting, the lack of interpretability in AI models can pose 
challenges.

4.	 Scalability and Generalization: AI models trained on specific data-
sets and conditions may struggle to generalize to new environments 
or handle unseen fault scenarios. Adapting AI models to different 
chemical processes or scaling them for large-scale industrial applica-
tions may require additional efforts in retraining or fine-tuning the 
models.

5.	 Computational Resources and Complexity: AI-based fault diag-
nosis methods, especially deep learning models, can be computa-
tionally demanding and require substantial computing resources. 
Training complex models with large datasets may necessitate 
high-performance computing infrastructure, which can be costly 
for some organizations. Additionally, the complexity of AI models 
may require skilled personnel and specialized expertise for their 
development and maintenance.

6.	 Continuous Learning and Adaptability: Fault conditions in 
chemical processes can evolve over time due to changes in operating 
conditions, equipment degradation, or process modifications. AI 
models need to adapt and continuously learn from new data to stay 
effective. Implementing mechanisms for online learning and real-time 
model updates can be challenging and require careful monitoring and 
validation.

7.	 Integration with Existing Systems: Integrating AI-based fault 
diagnosis methods into existing plant infrastructure and systems can 
be complex. Ensuring compatibility, data integration, and real-time 
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communication between the AI models and control systems may 
require additional investments and coordination.

Despite these limitations, ongoing research and advancements in AI 
technologies, along with efforts to address these challenges, continue to 
improve the effectiveness and applicability of AI-based fault diagnosis in 
the chemical industry. It is essential to carefully consider these limitations 
and assess the feasibility and suitability of AI-based solutions for specific 
applications and operational contexts.

13.5 AI-BASED FAULT DIAGNOSIS SOFTWARE USED IN THE 
CHEMICAL PROCESS INDUSTRY

There are several AI-based fault diagnosis software solutions that are 
commonly used in the chemical industry. Some notable examples include:

1.	 Aspen Mtell: This, developed by AspenTech, is a predictive main-
tenance software that utilizes AI and machine learning algorithms 
to identify and diagnose equipment failures in real-time. It provides 
early warning notifications, root cause analysis, and recommended 
actions to prevent unplanned downtime and optimize maintenance 
strategies.

2.	 Seeq: It is a process analytics software that combines AI and machine 
learning techniques to analyze time-series data from various sources, 
including sensors, historians, and process databases. It helps identify 
patterns, anomalies, and potential faults in the data, enabling proac-
tive fault detection and diagnosis.

3.	 Cognite Data Fusion: It is an industrial data operations and contex-
tualization platform that incorporates AI and machine learning 
capabilities. It collects, integrates, and analyzes data from diverse 
sources to enable advanced fault diagnosis, anomaly detection, and 
predictive maintenance in the chemical industry.

4.	 GE Digital APM: GE Digital’s asset performance management 
(APM) software utilizes AI and machine learning algorithms to opti-
mize asset performance and predict equipment failures. It enables 
real-time monitoring, fault diagnosis, and proactive maintenance 
strategies for chemical process plants.

5.	 ABB Ability™ Asset Health for Process Industries: ABB’s Asset 
Health for Process Industries is an AI-powered software solution that 
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combines advanced analytics, fault detection, and diagnosis capa-
bilities. It provides real-time insights into equipment health, predicts 
failures, and recommends appropriate maintenance actions for the 
chemical industry.

6.	 Siemens Mindsphere: It is an open IoT operating system that 
incorporates AI and analytics tools. It enables real-time monitoring, 
fault detection, and diagnosis of assets and processes in the chemical 
industry, supporting predictive maintenance and optimization of 
operations.

These software solutions leverage AI and machine learning techniques 
to analyze large volumes of data, detect anomalies, and provide actionable 
insights for fault diagnosis in the chemical industry. It is important to note 
that the selection of a specific software solution depends on the specific 
requirements, infrastructure, and objectives of each chemical process plant.

13.6 FUTURE DIRECTIONS AND CONCLUSION

Future directions and the potential for AI-based fault diagnosis in chemical 
process plants are promising. Here are some areas of development and 
potential advancements:

1.	 Advanced Data Analytics: AI-based fault diagnosis can benefit from 
advancements in data analytics techniques. Incorporating advanced 
analytics methods, such as anomaly detection, outlier analysis, and 
pattern recognition, can enhance the accuracy and effectiveness of 
fault diagnosis systems.

2.	 Deep Reinforcement Learning: The integration of deep reinforce-
ment learning techniques with fault diagnosis can enable the devel-
opment of intelligent systems that learn from continuous interactions 
with the environment. These systems can optimize fault detection 
and diagnosis processes by dynamically adapting their strategies 
based on feedback and rewards.

3.	 Edge Computing and IoT Integration: The deployment of AI-based 
fault diagnosis systems at the edge, closer to the data source, can 
enable real-time monitoring and decision-making. Integration with 
IoT devices and sensors can provide a wealth of real-time data, 
enhancing the accuracy and timeliness of fault diagnosis.

4.	 Explainable AI: Addressing the interpretability challenge is crucial 
for gaining trust and acceptance of AI-based fault diagnosis systems 
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in the chemical industry. Developing techniques and approaches that 
provide explanations for the model’s decisions can enhance transpar-
ency and facilitate human understanding and validation.

5.	 Hybrid Models: Integrating different AI techniques, such as 
combining machine learning with physics-based models or expert 
systems, can leverage the strengths of each approach. Hybrid models 
can provide more accurate and robust fault diagnosis by combining 
data-driven learning with domain knowledge and rules.

6.	 Proactive Maintenance and Predictive Analytics: AI-based fault 
diagnosis can be integrated with predictive maintenance strategies 
to enable proactive maintenance actions. By analyzing historical 
data and identifying early warning signs, AI models can predict 
impending faults and recommend preventive measures, reducing 
downtime and optimizing maintenance schedules.

These future directions and potential advancements demonstrate the 
wide-ranging possibilities for AI-based fault diagnosis in chemical process 
plants. Continued research, collaboration between academia and industry, and 
advancements in AI technologies will contribute to the development of more 
robust, efficient, and intelligent fault diagnosis systems in the chemical industry.

In conclusion, AI-based fault diagnosis has emerged as a promising 
approach in the chemical industry, offering numerous advantages in terms of 
accuracy, efficiency, and safety. By leveraging advanced machine learning 
and deep learning techniques, these systems can effectively analyze complex 
process data, detect faults, and classify them with high precision. However, 
it is important to recognize that implementing AI-based fault diagnosis in 
the chemical industry comes with certain challenges and limitations, such 
as data availability, interpretability, scalability, and integration with existing 
systems. Despite these challenges, ongoing research and advancements in 
AI technologies continue to address these limitations and push the bound-
aries of fault diagnosis in the chemical industry. Future directions include 
advanced data analytics, integration of edge computing and IoT, explainable 
AI, hybrid models, proactive maintenance, collaborative fault diagnosis, and 
continuous learning and adaptation. Overall, AI-based fault diagnosis has the 
potential to significantly enhance operational efficiency, reduce downtime, 
and improve safety in chemical process plants. As the field continues to 
evolve, it is crucial to strike a balance between the benefits and limitations 
of AI-based approaches, ensuring the development of robust and reliable 
fault diagnosis systems that can effectively support decision-making and 
maintenance actions in the chemical industry.
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CHAPTER 14

ABSTRACT

Chemical information management and its effective use depends on many 
factors including the information storage and retrieval systems, tools and 
techniques for encoding and decoding generated/stored data, computational 
power, property predictions models and many others. The age-old practices 
in chemical information management have metamorphosed into the modern-
day AI/ML dominant strategies. Structure representation, either in 1D, 2D, 
or higher dimensions, have significantly affected many disciplines including 
life and material sciences. Starting from simple linear notations, the struc-
ture representation now encompasses complex molecular graph theory and 
graphical representations, along with molecular fingerprints and others. These 
complicated forms of structure representation are more machine-friendly 
and at times, poorly understand by humans. The present chapter summarizes 
the progress made in structure representations with reference to chemical 
information management, with particular emphasis on AI/ML-driven strat-
egies, which have revolutionized the way chemical information is stored, 
accessed and retrieved. The future perspectives in various application areas 
such as reaction representation, and computer-assisted structure elucidation 
are briefly discussed.
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14.1 INTRODUCTION

In the present era, managing chemical information is crucial in various fields 
of Life, Pharmaceutical, Chemical and Material Sciences, to name a few. 
The domain experts, i.e., Chemical Scientists, play crucial part in searching, 
organizing, researching and disseminating chemical information to various 
stakeholders including specialists or experts as well as general public. The 
pace with which chemical information is generated is humongous and 
overwhelming. Thousands of research articles, reports, conference proceed-
ings are produced every week and are accessed by researchers, students, 
industry professionals, regulators and many others across the globe. Storing, 
retrieving and accessing the historical chemical information in central to 
chemical research. Of course, these tasks are critically dependent on the 
softwares, tools, search engines, property calculators and what not. Large 
chemical databases such as Chemical Abstracts Service (CAS) Registry [1], 
PubChem [2], hold very large amount of chemical information. For example, 
as on date, PubChem, world’s largest collection of freely accessible chemical 
information, contains 116 million compounds along with 36 million litera-
ture records and 42 million patents [3].

The major tasks in chemical information management include:

1.	 Access to chemical information (search, read, understand and inter-
pret) by technically competent audience.

2.	 Chemical database search including chemical structure and patent 
information retrieval.

3.	 Present chemical information in readable form or abstract summary.
4.	 Develop tools and softwares for chemical information storing, 

retrieving, accessing and processing.
5.	 Devise domain-specific (e.g., chemical, pharmaceutical, material, 

etc.,) strategies and processes for chemical information management.

Majority of these tasks are highly dependent on the conversion of chemical 
information in machine-readable form for easy storage and on-the-go access. 
Chemical structures, especially of organic compounds, which form the basis 
of our very existence, are a major part of the primary chemical information 
that we understand, from which secondary or derived chemical informa-
tion such as molecular properties, can be generated. Each chemical can be 
represented in many ways such as molecular formula, empirical formula, if 
any, molecular structure, isomeric structures, stereoisomers, if applicable, 
and higher-dimensional formats. Historically, the molecular structure repre-
sentation has undergone metamorphosis since early 19th century [4, 5]. If a 
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chemist is told about a chemical, say, diclofenac, the most logical thing that 
comes to her mind is a molecular structure (Figure 14.1), a two-dimensional 
representation wherein the chemical, in this case diclofenac, is comprised of 
a collection of atoms, bonds, rings, functional groups, and peculiar way in 
which they are connected in a unique way; some atoms are implicit, such as 
nonpolar hydrogens. The chemical information, represented by a molecular 
structure, can be further used for many different purposes. These include 
designing chemical synthetic routes, predicting molecular, electronic and 
steric properties, degradation pathways, studying interaction of the ligand 
(represented by the structure) with its therapeutic target, metabolic pathways, 
environmental persistence and many others.

FIGURE 14.1  Molecular structural representation of diclofenac–a drug.

For successful applications of the chemical structure, its representation 
in human-readable form (Figure 14.1) is quite appropriate. For the chemical 
information management tasks outlined above, the computer must be able 
to convert the structural representation from human-to-machine-readable 
form and back. For advanced applications such as property calculations, the 
machine-readable form will be further subjected to mathematical manipula-
tions, wherein the chemical will be represented in a complicated way, which 
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may not truly be understood by the humans, and it is perfectly fine. The 
task is executed by the computer and interpretable output is generated at the 
end. The exchange of information between the human input and the machine 
output is at the core of the chemical information management. Few excellent 
reviews highlight the progress made over several decades or even centuries, 
leading to our in-depth understanding of the structural representation [6–8]. 
The present chapter discusses the state-of-the-art and future perspectives on 
structural presentation in the era dominated by artificial intelligence (AI), 
machine- and deep-learning (ML/DL).

14.2 METHODS OF STRUCTURE (OR MOLECULE) REPRESENTATION

14.2.1 LINEAR NOTATIONS

Numerous representations of molecules in the pre-machine readable formats 
were introduced in mid-20th century [9]. One of the most popular even today, 
representations include SMILES (Simplified Molecular Input Line Entry 
System), which came into existence in mid-1960s to early 1970s [10]. It 
comprised of a one-dimensional (1D), textual representation of a structure as 
a string of letters and numbers. The grammar of SMILES notations is quite 
complicated. The interested readers can refer to earlier texts on the subject. It 
is beyond the scope of this chapter and thus, not discussed further. However, 
Figure 14.2 demonstrates the SMILES notations for a simple organic 
molecule, 1.

FIGURE 14.2  Illustration of derivation of SMILES notation for a simple organic molecule.
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In the first step, the longest chain of connected atoms is located (high-
lighted in green), followed by numbering the atoms representing the cyclic 
systems 1–3. Next, the remaining atoms are marked as per the atom they are 
connected to in the main chain to yield SMILES, moving from left to right. 
Due to its compact, 1D form, compared to original 2D form of molecular 
structure, SMILES represent a machine-friendly, yet human-readable 
format, with a possibility and convenience of incorporating isotopes and 
stereochemistry, providing a complete and accurate depiction of molecules. 
It automatically saves disk space while saving very large amount of struc-
tural information, especially chemical databases. This obviously relives the 
strain on retrieval systems, e.g., during (sub)structure and patent database 
searches. The multiple representations of same molecule (Figure 14.2) can 
be problematic when searching for unique structures or molecules. None-
theless, SMILES is still a favored method of structure representation for 
chemical information management.

A second form of linear notations include InChI, i.e., International Chemical 
Identifier, a standardized and unique textual representation of chemical struc-
tures [11]. It was developed by the International Union of Pure and Applied 
Chemistry (IUPAC) and aimed at providing a universal and machine-readable 
format for conveying molecular information. InChI is designed to address 
some of the limitations of SMILES and other chemical notations, such as the 
lack of uniqueness, difficulties in handling stereochemistry, and challenges 
with interconvertibility. Unlike SMILES, InChI is a linear string of characters 
that fully represents the molecular structure, including stereochemistry and 
isotopes, without the need for 2D drawings. It is not only human-readable but 
also easily interpretable by computers, making it suitable for large chemical 
databases and automated processing. On the other hand, InChI Key, or 
InChIKey, is a hashed version of the full InChI representation. It serves as a 
fixed-size and unique identifier for a specific chemical structure. The InChI 
Key is designed for quick and efficient searching and indexing in chemical 
databases, as well as for facilitating the retrieval of specific compounds 
without the need to store the entire InChI string.

The InChI Key is typically 27 character-long and provides a compact 
alphabetical code for the InChI. It is generated by applying a cryptographic 
hash function to the full InChI string, ensuring that the same structure always 
produces the same InChI Key. As a result, chemical databases can index 
compounds based on their InChI Keys, enabling fast and reliable searches.

The differences between InChI and InChI Key include (i) InChI is a 
full and complete representation of the chemical structure, while the InChI 
Key is a shortened and hashed version of the InChI, designed solely for 
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identification and fast searching purposes; (ii) InChI can be quite lengthy, 
especially for complex molecules, as it represents the entire structure in a 
linear format. In contrast, the InChI Key is fixed at 27 characters, providing 
a compact and consistent identifier for each chemical compound; (iii) InChI 
is human-readable to some extent, as it uses standard chemical symbols and 
conventions. However, its length and complexity may make it less intuitive 
for direct interpretation by humans. In contrast, the InChI Key is not designed 
for human interpretation and serves as a machine-friendly identifier; and (iv) 
InChI serves as a universal and unique identifier for chemical structures, 
facilitating data exchange and storage in chemical databases, while the InChI 
Key is specifically designed for efficient searching and indexing of chemical 
compounds in databases. Figure 14.3 depicts InChI and InChIKey represen-
tations for a chiral molecule 2.

FIGURE 14.3  Components of InChI and InChIKey for a charged amino acid.

SMARTS (SMILES Arbitrary Target Specification) is an extension of 
the SMILES notation, designed to enable pattern matching and substructure 
searching in chemical databases and computational chemistry applications 
[12]. Developed by Jonathan W. Frey and Christopher J. O. Wyeth in 
the early 1990s, SMARTS provides a powerful and flexible language for 
defining complex chemical patterns and querying chemical structures for 
specific features.
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Basics of SMARTS:

1.	 Atoms and Bonds: In SMARTS, atoms are represented by the 
same symbols used in SMILES (e.g., C for carbon, O for oxygen, 
etc.). Additionally, one can use atom class notation (e.g., [C] for any 
carbon atom) to define generic atom types. Bonds are represented 
similarly to SMILES (e.g., ‘–’ for single bonds, ‘=‘ for double bonds, 
‘#’ for triple bonds).

2.	 Wildcards: SMARTS allows the use of wildcards to represent any 
atom or any bond. The wildcard for any atom is ‘*,’ and for any 
bond is ‘~.’ This is useful when the specific atom or bond type is not 
crucial to the search pattern.

3.	 Ring Constraints: SMARTS enables the definition of ring 
constraints to identify specific ring sizes or types within the target 
molecule.

4.	 Logical Operators: SMARTS supports logical operators such as 
AND (‘&’), OR (‘|’), and NOT (‘!’). These operators are used to 
combine multiple atom or bond patterns to create more complex 
queries.

5.	 Quantifiers: SMARTS allows the use of quantifiers to specify the 
number of times a pattern should be repeated. For example, ‘n’ is 
used to represent any positive integer, ‘*’ for zero or more occur-
rences, ‘+’ for one or more occurrences, and ‘?’ for zero or one 
occurrence.

SMARTS are a good way to describe the type of molecule rather 
than a specific molecule. SMARTS take in all the notation of SMILES 
and add onto them using the aforementioned logical operations, 
substructure querying and environmental descriptions. For example, 
to describe the notion of a heteroatom containing six-membered rings, 
one will have to specify every single possible case, which is not prac-
tically possible every time. However, in SMARTS notation, a simple: 
‘[!C&!c&$(*1~*~*~*~*~*~1)].’ Some of the useful SMARTS notations 
to query molecules can be found below:

1.	 C, N, O, etc., can be used, but [#<Atomic Number>] is also a 
supported way to specify an atom.

2.	 Aromatic atoms are shown with a lowercase symbol, like c, n, o.
3.	 Bonds are specified using the same notation as that of SMILES, 

with the addition of ‘~,’ which represents any bond and ‘@,’ which 
represents any ring bond.
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4.	 The conditions can be specified using ‘!’ (not),’’ (or), ‘&’ (and) or ‘;’ 
(and-low precedence in evaluation).

5.	 Atoms can be further specified using their chirality, number of bonds, 
implicit and explicit hydrogens and so on.

6.	 Environments can be mentioned using the ‘$’ operator. For example, 
$(*1~*~*~*~*~*1) represents an environment of 6 membered rings 
with any type of atoms and bonds in between them.

14.2.1.1 APPLICATIONS OF SMARTS

1.	 One of the primary applications of SMARTS is substructure 
searching. Researchers can use SMARTS patterns to define specific 
chemical motifs they are interested in and then search databases or 
collections of chemical structures to identify molecules containing 
those substructures. This is invaluable in drug discovery, where 
scientists may look for molecules with specific functional groups or 
pharmacophores.

2.	 SMARTS is useful for filtering and selecting molecules based on 
specific criteria. For example, cheminformatics methods may use 
SMARTS patterns to exclude undesirable compounds or select 
molecules with certain properties for further analysis.

SYBYL Line Notation (SLN) is yet another linear notation to represent 
chemical structures, molecular fragments, reactions, formulations, molecular 
queries, reaction queries as well as virtual of in silico libraries [13]. Just 
like other linear notations, SLN was too inspired by SMILES but eventually 
differed substantially from its predecessor. Interestingly, SLN does not 
make any assumption pertaining to atomic valence and leaves the choice for 
representing a particular cohort of bonds, e.g., aromatic bonds, with the user. 
Aromaticity is treated as a property to atoms, as per SMILES conventions, 
while, SLN treats is as a property of bonds. This enables SLN to take the best 
of SMILES and SMARTS. The SLN syntax appeared in the literature in late 
1990s. Figure 14.4 illustrates the SLN of few representative molecules along 
with the SMILES to give the user a basic understanding of the difference 
between the two. More details on the structural atom attributes, specification 
of stereochemistry, structural bond attributes, connection table attributes can 
be found elsewhere [13].

SLN is also favorably used for specifying reactions, reaction queries 
using atom and bond attributes. SLN is proposed as a preferred method 
for chemical structure encoding over computer networks. Several software 
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applications use SLN, e.g., SYBYL. SLN’s capability for storing chemical 
structures in relational databases is particularly appreciated. SLN also uses a 
concept of macro-atoms, which represent atomic groups such as amino acids. 
For example, {Ala: NHC[s)l]H(CH3)C=O<ν=1,9>} and {Gly:NHCH2C=O< 
ν=1,6>} for alanine and glycine peptide residues. Overall, SLN represents a 
unique notation which is a hybrid of SMILES and SMARTS. The intriguing 
feature of SLN is the representation of a combinatorial SLN, representing 
multiple structures in one SLN. An illustrative example is shown in 
Figure  14.4. An interesting application of SLN were reported lately for 
chemical information management [14].

FIGURE 14.4  Comparison of SLN and SMILES for select few molecules and the represen-
tative example of a combinatorial SLN.
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14.2.2 GRAPH REPRESENTATIONS

Apart from linear strings (SMILES) and notations (SMARTS), molecules can 
also be represented as a graph. This way of representation borrows concepts 
and formalism from graph theory which describes a graph mathematically 
as G = (V, E), where V is an ordered collection of all the nodes (in this case, 
set of all atoms present in a molecule), and E describes the connectivity 
between those nodes (in this case, set of all bonds connecting the atoms 
represented by V) in the graph [15]. These connections may be weighted, i.e., 
have a particular number associated with them, or just represent a connec-
tion. There are two types of graphs, directed and undirected (Figure 14.5). 
The fundamental difference between them is that a connection between two 
nodes is mutual in an undirected graph. From a cheminformatics perspec-
tive, a molecule can be described as an undirected graph, with weighted 
connections, where the weights describe the bond order of the edge. Each 
node also has a node feature associated to it, which generally is a bit string 
of atomic descriptors like one hot encoded vectors representing type of 
atom (C, O, N, etc.), formal charge, number of hydrogens, hybridization of 
the atom, number of lone pairs, number of radical electrons and so on. The 
edges, too, can each have a feature matrix associated with them though, it is 
less commonly used. The most common deep learning (DL) method used for 
the purposes of cheminformatics is a Graph Convolution Network (GCN) 
[16]. The purpose of a GCN is to conduct message passing on each layer 
and scaling using weights which are learned. The applications for these are 
wide-ranging but outside the scope of this chapter.

FIGURE 14.5  (a) Directed and (b) undirected graphs along with their adjacency matrices; 
and their (c) node feature.

1.	 Atomic Features: The atomic features are of the utmost importance 
from an AI/ML perspective. They are the input for the algorithms and 
what will be predicted if that is the aim of the algorithm. These feature 
vectors are then concatenated to one another in a set predefined order 
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(the order of atomic index), and that is what will form the Node feature 
matrix, an n×F matrix where n is the number of atoms and F is the 
length of the feature vector per atom. Keeping in mind the same order 
of atoms, a connectivity index is also generated. This connectivity 
matrix is an n×n matrix which is not weighted. This connectivity 
matrix is also called the adjacency matrix [17], which has use cases 
even outside of AI/ML [18]. The adjacency matrix is what dictates 
the message passing of node feature vectors and their aggregation. 
PyTorch, a popular ML library, does not support an adjacency matrix 
as an input to the layer but rather takes in a tensor of size 2e×2 where 
e is the total number of connections in an undirected graph, and each 
entry in the tensor shows the starting index of the connection and 
receiving index (here an undirected graph is thought of as a directed 
graph). The atomic features can be atom describing or discriminating. 
For example, if the prediction to be made is at the entire graph level, 
having features that describe the atom are more useful, thus including 
things like electronegativity and hybridization of the atom helps, 
however if you are running a semi-supervised algorithm and the goal 
is to predict the type of node, just a one hot encoded vector describing 
the type of atom should be enough, as the node level predictions can 
directly be processed through a softmax function, which is an activa-
tion function that scales numbers or logits into probabilities.

2.	 Adjacency Matrices and Their Construction: An adjacency matrix 
is a mathematical representation of a graph where the graph’s nodes 
(vertices) are represented as rows and columns, and the presence 
or absence of edges (connections) between the nodes is denoted by 
entries in the matrix. In cheminformatics, adjacency matrices are used 
to represent molecular structures as graphs, with atoms as nodes and 
chemical bonds as edges. These matrices have found applications in 
cataloguing chemical reactions [19]. In cheminformatics, molecules 
can be represented as graphs, where atoms are nodes, and chemical 
bonds are edges connecting these nodes. An adjacency matrix 
provides an efficient way to represent these molecular graphs in a 
matrix format, capturing the connectivity information between atoms. 
An interesting fact about adjacency matrices of a molecule (actually, 
of all undirected graphs) is that the matrix is always symmetric.

To construct the adjacency matrix for a molecule, you create a square 
matrix with dimensions equal to the number of atoms in the molecule. Each 
row and column of the matrix correspond to an atom in the molecule. The 
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entry at row i and column j (Aij) is 1 if there is a chemical bond between 
atoms i and j, and 0 if there is no bond. You can also use Aij equal to the bond 
type (2 for a double bond, 3 for a triple bond). Note: the ordering of atoms is 
crucial and should be consistent throughout. For example, consider a simple 
cyclic structure, aziridine (3), with three atoms (C1CN1). The adjacency 
matrix of this would be as in Figure 14.6.

FIGURE 14.6  Adjacency matrix for aziridine (3).

Note: Where the order of the atoms is [‘C,’ ‘C,’ ‘N’] (it does not matter here, but it does in general).

2.	 Feature Vectors: In ML, a feature vector is a numerical representation 
of data instance used as input for training models for making 
predictions [16]. It is a fundamental concept in various ML tasks, 
including classification, regression, clustering, and more. A feature 
vector combines different features, each representing a specific 
characteristic or property of the data, into a single, fixed-length 
vector. Few interesting characteristics of Feature Vectors include:
i.	 Numerical Representation: Feature vectors are composed 

of numerical values, which can be real numbers, integers, or 
binary values. This numeric representation allows the data to be 
processed and used in machine learning algorithms.

ii.	 Fixed Length: Feature vectors have a fixed length, meaning each 
data instance is represented by the same number and types of 
features. This uniformity is essential for ensuring compatibility 
and consistency when training machine learning models so that 
there is meaningful data on which learning can take place.

iii.	 Feature Selection and Engineering: The process of creating 
feature vectors involves feature selection and engineering. Feature 
selection involves choosing relevant and informative features that 
best describe the data, while feature engineering may involve 
transforming, scaling, or combining existing features to improve 
model performance.

Feature vectors are, in a way, embeddings that represent 
molecules which can be used to train a Dense Neural Network 
[20], Recurrent Neural Networks [21] and much more. Feature 
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vectors can be of multiple types, they can either be learned embed-
dings through Variational Autoencoders (VAE) [22] that have 
been trained on small organic molecules, or they can be a chain 
of mathematical and/or physicochemical molecular descriptors. 
The feature vectors can also be fingerprints which are vectors 
that describe the presence or absence of some particular substruc-
ture. Each will be discussed in detail in the coming subsections. 
However, one should make note that the components of a feature 
vector are not just restricted to molecules but also to a mixture of 
compounds. For example, a feature vector generated in the way 
mentioned before for both solute and solvent can be concatenated 
together and fed into a Deep Neural Network (DNN) algorithm 
so as to generate results about the solute that are solvent specific.

3.	 Learned Embeddings: A VAE, by Design, work on the principle 
that there exists a hidden distribution of data that the model tries 
to learn. It is composed of two parts, an encoder and a decoder. 
The encoder tries to encode the molecule into an n-dimensional 
Gaussian function centered around μ with a standard deviation of 
σ, both of which are n-dimensional vectors describing the Gaussian 
curve in n-D. The decoder in turn, uses these generated embeddings 
to recreate the molecules. The algorithm is trained to generate the 
outputs of the decoder as closely as possible to the inputs of the 
encoder, processed in a sequential manner. Unlike a Generative 
Adversarial Network (GAN), here we can directly correlate the 
molecules to their embeddings and thus, have some meaningful 
representation of the molecule.

Feature vectors can also be in the form of a vector with descriptors of 
the molecule used to give 2D, 3D, and/or charge based information about 
the molecule. These descriptors can be either mathematically calculated like 
topological descriptors (Balaban Index [23], Weiner Index [24]), geometric 
descriptors (surface area, volume), electro-topological descriptors (dipole 
moment), etc., or they can be experimentally determined values like Melting 
point, Log P (partition coefficient), LogD (distribution coefficient), and 
ALogS (aqueous solubility). Popular cheminformatics libraries like RDKit 
[25] or software’s such as Dragon [26], Molecular Operating Environment 
(MOE) [27] have functionalities that help calculate mathematical descriptors, 
and Python APIs like Leruli [28] help provide queries to a database of 
experimental information. A lot of web-scrapers can also be employed to 
help in data-mining, however, their use is debated. Services like swissADME 
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[29] also provide the user with a lot of useful information when queried with 
molecules. One of the useful things they generate is a boiled egg diagram. 
It is a plot between the total polar surface area (TPSA) on the x-axis and 
WLogP values on the y-axis (Figure 14.7). The graph has two regions of 
interest, namely the white region, which shows all the possible combinations 
of values for which the molecule is absorbed by our gastrointestinal tract, 
while the inner yellow portion (yolk) shows the values which are blood-
brain-barrier permeable. This is a good way to visualize a molecule given 
an embedding. One can train an algorithm to arrive at these two values 
using the embedding or perhaps use previously documented algorithms that 
predict these so as to visualize these molecules in the 2D plane. One can also 
use principle component analysis to reduce dimensions and visualize the 
molecules. It can provide help in debugging cases and also help understand 
the algorithm better.

FIGURE 14.7  Boiled egg diagram for benzene.

Source: Generated using SwissADME.
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14.2.3 FINGERPRINTS

Molecular fingerprints are essential tools used in cheminformatics and 
computational chemistry to encode the structural information of molecules 
into a format that can be efficiently compared and analyzed. These fingerprints 
are numerical representations of molecular structures, enabling researchers 
to perform similarity searches, virtual screening, and machine learning 
algorithms for drug discovery, clustering, and other cheminformatics appli-
cations [30]. Molecular fingerprints encode molecular information based 
on the presence or absence of specific substructural features or chemical 
fragments within a molecule. Different types of fingerprints employ distinct 
algorithms and methodologies to generate these representations. Here are 
some commonly used molecular fingerprints:

1.	 Morgan (Circular) Fingerprints: This, also known as circular 
fingerprints or ECFP (Extended-Connectivity Fingerprints) [31], are 
one of the most widely used fingerprinting methods. They are based 
on the concept of topological substructures. The algorithm works by 
iteratively generating circular atom neighborhoods around each atom 
in the molecule up to a specified radius. The presence or absence of 
these substructures within the molecule is recorded in the fingerprint.

2.	 MACCS (Molecular ACCess System) Keys: These keys are a 
fixed-length fingerprinting system developed by Molecular Design 
Limited (MDL). It uses a predefined set of 166 structural keys (0 
or 1) to represent various substructural patterns. MACCS keys are 
particularly useful for similarity searching and have been employed 
in many virtual screening studies [32].

3.	 Daylight Fingerprints [33]: This, also known as substructure keys, 
are based on encoding substructures and patterns in a molecule. It 
uses a linear notation for the representation of these patterns. Each 
substructure in the molecule is hashed to generate a unique identifier, 
which is then used to create the fingerprint.

4.	 Topological Torsion Fingerprints [34]: These capture the topo-
logical features of molecules by encoding patterns of bonded atom 
triplets. The presence or absence of these torsion patterns is used to 
generate the fingerprint.

5.	 Pharmacophore Fingerprints [35]: These are based on the concept 
of pharmacophore modeling. These fingerprints encode the essential 
features responsible for a molecule’s biological activity, such as 
hydrogen bond donors, acceptors, aromatic rings, etc.
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Each type of fingerprint has its strengths and weaknesses, depending 
on the specific use case and the desired level of molecular information 
captured. Researchers choose the most appropriate fingerprint type based 
on their specific research objectives and the characteristics of the molecular 
data being analyzed. In practice, multiple fingerprint types are often used 
in combination to leverage their complementary information for improved 
performance in cheminformatics applications. These fingerprints employ 
various techniques to generate the vector. However, many of them can be 
employed and customized by using RDKit and SMARTS substructure search 
methods to generate a vector, which can be used as a molecular descriptor 
for learning, filtering, sorting and even for storage. One of the advantages 
of using a custom fingerprint is that it cannot just be a mixture of above-
mentioned standardized fingerprints but can also encode information that 
one feels could be crucial for accurate learning, such as functional groups, 
essential drug-molecule substructures like morpholine or pyridine.

14.2.4 MISCELLANEOUS

1.	 Unconventional Descriptors: When training a ML algorithm, often 
providing all the information at hand is a wise choice. Though this 
can lead to underfitting sometimes, there are other methods to address 
that issue. No single representation is complete, and thus many a 
time, people prefer to use multiple representations of molecules in 
conjunction. For example, while MACCS fingerprints give a good 
idea of the molecule and its substructures, using them together with 
molecular descriptors has often proven to give more accurate models.

2.	 GeoGNN: A general trend has been noticed in the representations 
discussed so far is that they generally aim to encode the spatial 
arrangements of the atoms or substructures. However, they lose 
out on the information of bond angles. According to the graph 
representation of the molecules we have seen so far, it is not possible 
to encode bond angles, as edge features include bond length or bond 
order, while the node features include atomic information. Thus, a 
new graph has to be made, where the nodes represent pair of atoms 
(a bond), and the edges represent the presence of one common atom. 
Let us call this new graph a ‘Meta’ graph. Now we can encode bond 
angle, angle strain and many more properties about the angle between 
any three atoms. This way, we can either run a parallel network that 
processes those angles and gives us an output or uses meta-message 
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passing, where information from another graph is incorporated into 
the molecular graph during the message passing and aggregation 
step, like what has been described by Fang et al. [36].

3.	 Persistent Homologies: Imagine one has a set of data points scattered 
around in space, and she wants to understand the shapes and patterns 
that exist in this data. One way to do this is by using a mathematical 
tool called ‘persistent homology’ [37]. It is a technique from a branch 
of mathematics called ‘topology,’ which is all about understanding 
the properties of shapes and spaces. The field of Topology is a vast 
ocean, so diving into it is beyond the scope of this chapter. To apply 
persistent homology, one first creates a family of shapes (generally a 
Gaussian kernel or a spherical kernel) around the data points. These 
shapes are like little bubbles that grow and shrink, covering the data 
points. As one changes the size of the bubbles, some features, like 
holes (like a doughnut), will appear, change shape and size, and 
eventually disappear. The key idea of persistent homology is to track 
these features as we change the size of the bubbles. One keeps track 
of when features appear and how long they stick around at different 
scales. Persistent homology helps to identify the most persistent 
features, which are likely to be more meaningful and representative 
of the underlying shape in the data.

14.3 SUMMARY

The present discussion provided a comprehensive overview of the molecular 
representation techniques in cheminformatics and drug discovery. It high-
lighted the significance of molecular representation in various applications, 
including AI/ML, data storage and drug development. Next, the generic 
methods like molecular formulas and their drawbacks, were explored, 
leading to the introduction of SMILES as a more informative and concise 
representation. The advantages and disadvantages of SMILES were outlined, 
followed by an explanation of InChI and InChI Key as standardized textual 
representations with unique identifiers for chemical structures. The chapter 
delved into the detailed methodology of determining SMILES and InChI 
representations from molecular structures. The discussion extended to 
SMARTS, an extension of SMILES used for substructure searching and 
pattern matching in chemical databases. It also covered graph representation 
of molecules through node feature matrices, adjacency matrices and their 
significance in cheminformatics. The use and generation of feature vectors 
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through the use of descriptors, fingerprints and a mixture of both was 
mentioned. The concepts of VAE used in learning embeddings that could 
perhaps give a more useful representation computationally. Additionally, it 
introduced various mathematical descriptors, boiled egg diagrams, and the 
utilization of fingerprints for molecular encoding. The chapter concluded 
by explaining the concept of persistent homologies and its application in 
understanding the patterns and shapes present in molecular data. Overall, 
the chapter provided a thorough exploration of the diverse methods for 
representing molecules in cheminformatics.

14.4 CONCLUSIONS AND FUTURE PERSPECTIVES

The molecular/structural representation has evolved over fairly large 
period to suit the need of present-day technologies such as AI, ML and 
DL. Simple linear notations provided the simplicity and convenience in 
terms of memory requirements and retrieval ease. These were superseded 
by complex, at times, proprietary representations to overcome some of 
the limitations of their predecessors, which made them more robust and 
machine-readable. Increased computational power catalyzed their evolution 
even further. The graph theory formalism increased the capabilities of the 
already used structure representation methods, delving into core areas of 
AI/ML, further helping the expansion of their applicability domain. Various 
graph representation methods have been incorporated in modern-day DNN 
tools. The chemist’s e-toolkit now contains various routines based on newer 
structure representations, few of which are specific for the intended purpose, 
e.g., property predictions. These tools overcome the inherent limitations of 
various chemometric methods of old times.

The use of many structure representations in reaction representation has 
helped the scientific community in general and chemists in particular, for 
disseminating the enormous chemical information which is generated in 
real-time on massive scale. The resulting searches of the open- and patent 
literature is way much faster than one could imagine. Thanks to these AI/ML 
compatible structure representation modalities! Another obvious application 
area of structure representation is computer-assisted structure elucidation, 
which has made substantial progress in last two decades. The representa-
tion of stereochemistry in complex structures such as natural products, can 
now be dealt with confidence with the help of modern structural representa-
tions. The Markush Structure enumeration is one sought-after application 
area in chemical information management. The use of AI/ML coupled with 
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newer AI/ML-compatible structure representations have made the Markush 
enumeration easier and accurate. The obvious explosion in the number of 
known chemicals and the utility of the machine-friendly structure representa-
tions have contributed in managing chemical information effectively. Future 
innovations in this area will further fuel the growth of chemical information 
management discipline.
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